
IVANE JAVAKHISHVILI TBILISI STATE UNIVERSITY

ANNA GHEONJIAN

INVESTIGATION OF BROADBAND EMC PROBLEMS

RELATED TO ANTENNAS AND CABLES USING

ADVANCED COMPUTATIONAL TECHNIQUES 

DOCTORAL THESIS 

Faculty of Exact and Natural Sciences

Electrical and Electronics Engineering Department

Tbilisi 2015 

Scienti�ic Supervisor:

Doctor ROMAN JOBAVA

Head of Doctoral Program:

Professor GEORGE GHVEDASHVILI

Reviewer:

Professor at ESIGELEC/IRSEEM,

Rouen, France

MONCEF KADI

Reviewer:

Professor at The University of Georgia, 

Tbilisi, Georgia

KAKHABER

TAVZARASHVILI

avtoris stili daculia





ივანე ჯავახიშვილის სახელობის თბილისის
სახელმწიფო უნივერსიტეტი

ანა გეონჯიანიანა გეონჯიანი

ზუსტ და საბუნებისმეტყველო მეცნიერებათა ფაკულტეტი
ელექტრული და ელექტრონული ინჟინერიის დეპარტამენტი

ანტენებთან და კაბელებთან დაკავშირებული
ელექტრომაგნიტური თავსებადობის

 ფართოზოლოვანი ამოცანების შესწავლა
რიცხვითი მეთოდებით

 
ს ა დ ო ქ ტ ო რ ო   დ ი ს ე რ ტ ა ც ი ას ა დ ო ქ ტ ო რ ო   დ ი ს ე რ ტ ა ც ი ა 

სადოქტორო პროგრამის ხელმძღვანელი:

პროფესორი გიორგი ღვედაშვილი

სამეცნიერო ხელმძღვანელი:
ფიზ.-მათ.-მეცნ. კანდიდატი რომან ჯობავა

ოპონენტი:
პროფესორი, ESIGELEC/IRSEEM

რუანი, საფრანგეთი
  

მონსეფ კადი 

თბილისი 2015 

ოპონენტი:
პროფესორი, საქართველოს უნივერსიტეტი
თბილისი, საქართველო 

კახაბერ 
თავზარაშვილი





CONTENTS

5

Contents

INTRODUCTION  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .9

1.1 The Value and Goals of Electromagnetic Compatibility Modeling . . . . . . . . . . . . .9
1.2 Process Chain for Generation of Calculation Model. . . . . . . . . . . . . . . . . . . . . . . . . 11

1.2.1 Car-Body Model Preprocessing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.2.2 Electronic Control Unit Model Generation. . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.2.3 Cable-Harness Processing  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.2.4 Antenna Modelling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

1.3 Calculation Methods: State of the Art . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.3.1 Method of Moments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.3.2 Finite-Element Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.3.3 Finite-Difference Time-Domain and Finite-Volume Time-Domain  . . . . 16
1.3.4 Hybridisation of Method of Moments and Multi-Transmission Line 

Methods  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.4 Objectives  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.5 Outline  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

CHAPTER 1
MODELLING OF AM AND FM/TV GLASS ANTENNAS IN AUTOMOBILES . . . . . . . . . . . . 19

1.1 Automotive Antenna Overview: Design and Placement  . . . . . . . . . . . . . . . . . . . . 19
1.2 Method of Moments (MoM) for the Solution of Automotive Antenna Problems
 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

1.2.1 Traditional MoM  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
1.3 Modelling of Automotive Glass Antennas Using Hybridisation of MoM with a 

Special Green’s Function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
1.3.1 Problem Formulation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
1.3.2 Theoretical Approach  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

1.4 Validation of the Hybrid MoM Scheme with a Special Green’s Function . . . . . 33
1.4.1 Simple Grid Antenna on a Thin Glass . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
1.4.2 Complex Grid Glass Antenna . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
1.4.3 Automotive Windshield Glass Antenna. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36



CONTENTS

6

1.5 Application of Hybrid MoM Scheme for the Design of Automotive Glass 
Antennas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
1.5.1 Complete Car Model with Windshield Antenna . . . . . . . . . . . . . . . . . . . . . . . 37
1.5.2 Hybridisation of MoM with Multiport Networks. . . . . . . . . . . . . . . . . . . . . . 39
1.5.3 Application of Multiport Networks: Simulations of Vehicle Antenna 

Validation Tests . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
1.5.4 Multi-partitioned and Multi-excitation MoM Scheme . . . . . . . . . . . . . . . . . 44
1.5.5 Application of Multi-partitioned MoM Scheme to Antenna Design  . . . . 48
1.5.6 Testing of Vehicle Antenna Reception in an Open-area Far-field Test Setup
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
1.5.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

CHAPTER 2
CABLE HARNESS MODELLING  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .57

2.1 Cable Harness Description  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
2.2 Simulation of Non-uniform Transmission Lines. . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

2.2.1 Introduction  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
2.2.2 Multi-transmission Line (MTL) Approach for the Investigation of 

Crosstalk in Cables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
2.3 Crosstalk Application Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
2.4 Radiation and Susceptibility Hybrid Approaches. . . . . . . . . . . . . . . . . . . . . . . . . . . 65

2.4.1 Introduction  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
2.4.2 Experimental Validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
2.4.3 Discussion  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

2.5 Modelling of Power Cables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
2.5.1 Introduction  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
2.5.2 Numerical Model of the Sensor and Cable . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
2.5.3 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

2.6 HV Cables for Electric Vehicle Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
2.6.1 Modelling of a Shielded Power Cable with Single Core: Coroplast 35 mm2
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
2.6.2 Modelling of Shielded Power Cable with Single Core: Coroplast 25 mm2
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
2.6.3 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89



CONTENTS

7

CHAPTER 3
SIMULATION OF LOW-FREQUENCY MAGNETIC FIELDS IN AUTOMOTIVE EMC 
PROBLEMS  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
3.2 Theoretical Background. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
3.3 Method Validation  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

3.3.1 Investigation of Shielding Effectiveness with an Infinite Plane . . . . . . . . 99
3.3.2 Vertical Loop Near a Finite Plate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
3.3.3 Spherical Shield . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

3.4 Magnetic Fields Radiated by an Automotive Power Cable . . . . . . . . . . . . . . . . . 103
3.5 Magnetic Field of a Ferrite-Coil Antenna Near Metallic Structures . . . . . . . . . 106

3.5.1 Ferrite-Coil Antenna in Free Space . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
3.5.2 Antenna with Aluminium Shield: Edge Effect . . . . . . . . . . . . . . . . . . . . . . . . 109

3.6 Analysis and Optimisation of Smart-Entry System Performance . . . . . . . . . . . 111
3.6.1 Operation of External Smart-Entry System  . . . . . . . . . . . . . . . . . . . . . . . . . 111

3.7 Investigation of Inductive Charging System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
3.8 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

CHAPTER 4
FULL-WAVE MOM SIMULATIONS OF EM INTERACTIONS IN EMC FILTERS FOR 
POWER APPLICATION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .115

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
4.2 Validation of 3D MoM Models for Filter Components. . . . . . . . . . . . . . . . . . . . . . 116
4.3 Modelling of the 3D Layout Influence on Filter Performance . . . . . . . . . . . . . . 120
4.4 Modelling of Radiated EM Fields. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
4.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

CONCLUSIONS  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .127

REFERENCE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .128

LIST OF FIGURES  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .140

LIST OF TABLES  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .145





9

INTRODUCTION

1.1 The Value and Goals of Electromagnetic Compatibility 
Modeling

Systems such as automobiles, aeroplanes and ships need special treatment in order to
evaluate their electromagnetic compatibility behaviour. If different structures such as
antennas, antenna amplifiers, cable bundles, integrated circuits, or large metallic
scatterers are to be treated collectively, a numerical solution of the wave equations will
give unsatisfying results in most cases.
Various electronic systems and components are used throughout modern vehicles,
from traditional entertainment systems to communication and navigation.
As systems and components started to influence each other as a result of their
operation, the electronics industry developed concepts and methods to address system
interoperation both with other systems and the external environment; included in this
is the study of electromagnetic compatibility, which can be defined as “the ability of an
electronic system to function properly in its intended electromagnetic environment
and not to contribute interference to other systems in the environment”. The goal is to
have an EMC system that is immune to emission from other systems and does not
interfere with either its own operation or the operation of other systems.
Electromagnetic compatibility is concerned with the generation, transmission and
reception of electromagnetic energy; these three aspects of electromagnetic
compatibility form the basic framework of any electromagnetic compatibility design. A
source (also referred to as an emitter) produces the emission, and a transfer or
coupling path transfers the emission energy to a receptor (receiver), where it is
processed, resulting in either desirable or undesirable behaviour. Interference occurs if
the received energy causes the receptor to behave in an undesirable manner. Transfer
of electromagnetic energy occurs frequently via unintended coupling modes. However,
the unintentional transfer of energy causes interference only if the received energy is
of sufficient magnitude and/or spectral content at the receptor input to cause the
receptor to behave in an undesirable manner. It is also important to understand that a
source (or receptor) may be classified as intended or unintended. In fact, a source (or
receptor) may behave in both modes. Whether the behaviour of the source (or
receptor) is intended or unintended depends on the coupling path as well as the type
of source (or receptor).
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There are four main aspects to electromagnetic compatibility: (i) radiated emissions,
(ii) radiated susceptibility, (iii) conducted emissions, and (iv) conducted susceptibility.
Modelling can be used to study the coupling of both internal and external sources.
In order to ensure that modern vehicle onboard electronics will not be interfered with
or cause interference with themselves or with external receptors, vehicles are tested
to certain standards.
Electromagnetic compatibility testing is usually a time-consuming and resource-
demanding process. Unfortunately, these tests are often conducted late in the
development process when correcting an electromagnetic compatibility problem can
be difficult and unduly expensive. Validated analytical and numerical methods have
the potential to become increasingly important as a means of determining the effects
of external fields on vehicular electronic systems, or of predicting how emission will
develop.
Proper electromagnetic compatibility modelling can reduce development resources
significantly. If the analysis is performed during the early stages of vehicle design,
when the vehicle layout is more flexible, changes to improve immunity can be adopted
without an appreciable increase in costs.
To summarise, the primary advantages of adequate electromagnetic compatibility
design are:

1. Minimising the additional costs associated with suppression elements or
redesign in order to satisfy regulatory requirements (minimising product
cost)

2. Maintaining the development and product announcement schedule
(minimising development schedule delays)

3. Ensuring that the product will operate satisfactorily in the presence of the
inevitable external noise sources at its installation location (minimising
customer complaints)

Perhaps the most important factor in ensuring that a product will satisfy the
regulatory requirements at the end of the design and that the development schedule
will be adhered to, is the early and continuous application of electromagnetic
compatibility design principles throughout the entire development cycle of the
product.
Thus, the goal of automotive system electromagnetic compatibility modelling is to
enable efficient analysis to reduce or to completely replace time-consuming and
expensive testing. This is where modelling has the highest likelihood of impacting
vehicle system electromagnetic compatibility work and where the most significant
benefits are expected.
Results and approaches described in this thesis have been used proactively by the
automotive industry during the last decade for electromagnetic compatibility
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modelling. Most of the methodologies presented herein have been implemented in the
software packages produced by EMCoS Ltd., Tbilisi, Georgia [1].

1.2 Process Chain for Generation of Calculation Model
A successful electromagnetic compatibility computation that is integrated into the
development process and gives valuable information for product improvement must
adhere to the product development process. Generation of the electromagnetic
compatibility calculation model must be performed on a timescale of minutes rather
than days. Available data must be adjusted rapidly for electromagnetic compatibility
calculations in order to meet time-schedule demands.
Synergy effects between different computer-aided design/engineering groups, as well
as mechanical engineering groups, must be maximised. Component measurement
results that are generated independently from electromagnetic compatibility
computation activities must be included in the design process. 
The initial data for the generation of the calculation model needs further processing.
The next sections describe the nature and processing of data available from the
automotive industry 

1.2.1 Car-Body Model Preprocessing
Analytical computer-aided car-body models are not suitable for numerical
computation. However, triangular meshes that are processed for the mechanical
analysis of a car body provide a good base for the generation of a suitable car-body
model for electromagnetic compatibility computations. Mechanical analysis calculates
the internal mechanical tensions in a structure, with finite-element methods used
widely. The space surrounding the vehicle does not need to be modelled as part of the
mechanical calculation. Due to the sparse equation system of finite-element methods,
car-body models contain 200,000 up to several million triangular elements. 
Fig. 1.  shows an initial car model that is represented by a dense mesh containing
334,421 elements.

Fig. 1.  Initial car model (334,421 elements)
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For electrodynamic surface-current and field calculations with large structures, the
method of moments was found to be the most appropriate. 
Due to the dense matrix involved in these electromagnetic calculations, the number of
unknowns must be notably smaller than those in mechanical finite-element
calculations. Reasonable mechanical finite-element models contain between 10,000
and 50,000 triangular elements. 
Reducing the number of triangular elements and keeping all important information is a
time-consuming and complex task. To solve this task, numerous mesh-handling
algorithms have been implemented and combined into a program for improved
usability [2]. This developed program is called ReMesh [3] and it is partially integrated
into EMC Studio. As a result of preprocessing of the initial model, the car body is
represented with a coarse mesh. Fig. 2.  shows an example of a coarsened mesh
containing 11,014 elements (mesh size: 5-7 cm, upper frequency limit: 430 MHz),
which is used for electrodynamic calculations. 

For rapid calculations at different frequencies, it is useful to have a number of meshes
of different mesh sizes. Such models can be easily generated by using a coarsened
basic model. 

1.2.2 Electronic Control Unit Model Generation
Electronic control unit model generation is a critical task. A modern electronic control
unit contains a large number of complex transistor circuits that cannot be modelled in
each detail as part of a complete automobile calculation model. Single pins of an
electronic control unit or structures have been proposed to be handled with models
such as IBIS [4]. Nevertheless, to date, there are no usable methods that are able to
overcome the dynamic-range problems of the necessary time-domain measurements
or that can model electromagnetic compatibility effects within an integrated-circuit
model. Black-box models generated in the frequency domain are the most promising
models currently [5] - [7].

Fig. 2.  Coarsened car model (11,014 elements, valid up to 430 MHz)



INTRODUCTION

13

1.2.3 Cable-Harness Processing
The modern computer-aided design process for modelling a cable harness leads to a
database that contains nearly complete information regarding the vehicle cable
harness. What this database does not contain, however, is distinct information
regarding the location of each cable in the cross section of the harness bundle. This
information is not available and is not necessary for the cable-harness production
process. The location of each cable within the bundle can only be determined by
statistics. 

There is no information, either, regarding how cables pass from one segment to
another. Here, the aim of preprocessing is to determine the distinct placement of
cables, ready for further calculation. This is only possible when done randomly, based
on the rules of wire routing. It is also necessary to extract data from large databases,
which contain data on the cables that are used in the calculation model (between 10
and 3,000 cables). For electromagnetic compatibility simulations, database extraction
and cable routing is performed using a special module named Harness Studio [8].

Fig. 3.  EMC Studio view of the complex cable harness of a vehicle; boxes 
represent devices
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1.2.4 Antenna Modelling
Car antennas can have very different shapes and follow different concepts [9]. Most
important in modern automobiles are glass antennas. Here the following important
aspects must be considered:

• Topology of antenna structures
• Glass permittivity and resistivity of conductors
• Models of amplifiers and antenna terminations

Antenna topology can be provided either as a given model or with knowledge
regarding the desired general antenna features; the topology must be optimised in
order to obtain these features. For termination/amplifier, linear models need to be
generated. If experimental data are available, it is possible to adjust the termination/
amplifier models and glass-model parameters. The influence of glass permittivity is
considered by using an equivalent-impedance approach within the method of
moments. According to this approach, it is possible to determine equivalent-impedance
parameters for metallic structures on a dielectric-like glass.

1.3 Calculation Methods: State of the Art
At present. many numerical techniques for modelling electromagnetic compatibility
problems are available [10]. Furthermore, numerical electromagnetic modelling is
advancing rapidly. Sorting through this wealth of information in order to choose the
technique that is best for a particular application can be overwhelming.
The following sections outline several general numerical modelling techniques that
have been used to analyse electromagnetic interference source configurations with
some success. Each technique is best suited for the analysis of different
configurations. No single technique can be used to model all electromagnetic
interference sources, however each of these techniques can be applied to a number of
electromagnetic-interference source configurations. Two or three of these techniques,
collectively, represent a potentially powerful set of tools for the electromagnetic
interference engineer.

1.3.1 Method of Moments
The method of moments is a technique for solving complex integral equations by
reducing them to a system of more simple linear equations. In contrast to the variation
approach of finite-element methods however, the method of moments employs a
technique known as the method of weighted residuals. Indeed, the terms method of
moments and method-of-weighted-residuals are synonymous. Harrington [11] was
largely responsible for popularising the term method of moments in the field of
electrical engineering. His pioneering efforts first demonstrated the power and
flexibility of this numerical technique for solving problems in electromagnetics.
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Depending on the form of the field integral equation that is used, moment methods
can be applied to configurations of conductors only, homogeneous dielectrics only, or
very specific conductor-dielectric geometries. Moment method techniques applied to
integral equations are not very effective when applied to arbitrary configurations with
complex geometries or inhomogeneous dielectrics.
The method of moments is appropriate for vehicle simulations, especially in the radio
frequency range, where vehicles can be represented by thin metallic structures. A 3D
field solver program, TriD, based on the method of moments is part of the program
package EMC Studio [1]. Currents on metallic structures consisting of arbitrary shaped
wires and surfaces (both open and closed) can be calculated with TriD; near and far
fields can be calculated from the currents. The TriD program allows finite conductivity
of wire segments to be calculated by specifying their resistance, inductance and
capacitance. Values can be frequency dependent. Complex impedances (frequency
dependent), as a load to any wire segment, can be used. Any linear time-invariant
passive circuit can be incorporated into the calculation with a unique SPICE link.
Different types of excitation sources are available in TriD including incident plane
waves, voltage sources over a wire segment, current sources, impressed currents,
electric and magnetic dipoles, as well as any arbitrary combination of sources. Sources
can operate in either the frequency or the time domain. For transient problems, the
multi-frequency approach (based on fast Fourier transform) combined with adaptive
frequency sampling is applied. Different fast solvers (out-of-core version, parallel-
cluster version) are used in TriD for solving the resulting systems of linear equations
in order to obtain the coefficients of the current expansion. Out-of-core and parallel
solvers are used in large-scale problems. Special algorithms designed to estimate the
accuracy of a calculation are included, ensuring high-quality results [12].

1.3.2 Finite-Element Method
Scalar finite-element methods are used widely by civil and mechanical engineers in
order to analyse material and structural problems. Electrical engineers use finite-
element methods to solve complex, non-linear problems in magnetics and
electrostatics. Until recently, however, very little practical modelling of 3D
electromagnetic radiation problems had been performed using this technique. There
are two reasons for this. Firstly, practical 3D vector problems require significantly
more computation than 2D or scalar problems. Secondly, spurious solutions known as
vector parasites often result in unpredictable, erroneous results. Active developments
in this field [13], [14] appear to have solved the vector parasite problem. The
increasing availability of computer resources, coupled with a desire to model more
complex electromagnetic problems, has resulted in a renewed interest in finite-
element methods for solving electromagnetic-radiation problems.
A major advantage of finite-element methods over other electromagnetic-modelling
techniques stems from the fact that the electrical and geometric properties of each



INTRODUCTION

16

element can be defined independently. This permits the problem to be set up with a
large number of small elements in regions of complex geometry and fewer, larger
elements in relatively open regions. Thus, it is possible to model configurations with
complicated geometries and many arbitrarily shaped dielectric regions in a relatively
efficient manner.

1.3.3 Finite-Difference Time-Domain and Finite-Volume Time-
Domain

Finite-difference time-domain techniques require the entire volume to be meshed.
Unlike most finite-element and method-of-moment techniques, finite-difference time-
domain techniques work in the time domain, and thus they are very well suited to
transient analysis problems. Like finite-element methods, finite-difference time-
domain methods are very good at modelling complex inhomogeneous configurations.
As a result, finite-difference time-domain techniques are often the method of choice
for modelling unbounded complex inhomogeneous geometries [15].
Surface-conforming finite-difference time-domain techniques with non-rectangular
elements have been introduced to address the problem of curvilinear surfaces. One of
the most promising of these techniques, which permits each element in the grid to
have an arbitrary shape, is referred to as the finite-volume time-domain method [16].
The finite-difference time-domain and finite-volume time-domain methods are widely
used for radar cross-section analysis, although they have been applied to a wide range
of electromagnetic modelling problems. Their primary advantage is their great
flexibility. Arbitrary signal waveforms can be modelled as they propagate through
complex configurations of conductors, dielectrics and lossy non-linear non-isotropic
materials. Another advantage of these techniques is that they are readily implemented
on massively parallel computers and, in particular, on vector processors.
The only significant disadvantage of this technique is that the problem size can easily
become unmanageable for some configurations. The fineness of the grid is generally
determined by the dimensions of the smallest features that need to be modelled. The
volume of the grid must be large enough to encompass the entire object and most of
the near field. Large objects with regions that contain small, complex geometries may
require large, dense grids. Finally, modelling cable systems is very difficult. When this
is the case, other numerical techniques may be significantly more efficient than the
finite-difference time-domain or finite-volume time-domain methods.
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1.3.4 Hybridisation of Method of Moments and Multi-
Transmission Line Methods

To handle the radiation of complex cable bundles, direct methods such as the method
of moments are not appropriate. Inhomogeneous charge distribution over the cable
cross sections due to close proximity can reduce calculation accuracy. Hybrid methods
combining multi-transmission line theory with the method of moments are much
more appropriate for such problems. These methods free the user from many of the
limitations of pure electromagnetic-field solvers. Termination circuits are not restricted
to be linear or passive. Any termination that can be modelled with a SPICE-like
network-analyser computer program can be included in the analysis.

1.4 Objectives
The objective of this thesis is the development of efficient computational techniques
for:

• Modelling automotive glass antennas and the interaction of these antennas
with cables

• Simulation of crosstalk, signal integrity, radiation and susceptibility problems
in complex cable-harness systems, embedded into a 3D environment 

• Modelling high-voltage cables used in power electronics and in electrical
vehicles

• Modelling low-frequency magnetic fields in the presence of thin material
sheets

Finally, the work presented in this thesis enables accurate prediction of the coupling
between components of electromagnetic interference filters for power electronics
applications. 
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1.5 Outline
This thesis is organised in the following chapters:

CHAPTER 1 gives a detailed description of an method-of-moments-based approach
that is appropriate for glass-antenna modelling. Three method-of-moments-based
approaches on different configurations are validated. For each problem the
measurement range, test setup, parameters of the setup, simulation models and
comparisons of results are provided. The problems that are considered range from
very simple to more complicated in order to take into account different components
and to investigate their contributions as well as to evaluate the applicability of the
considered methods for modelling complex setups. 

CHAPTER 2 presents a cable-harness model.

CHAPTER 3 details a computationally efficient method for solving automotive low-
frequency electromagnetic compatibility problems by using integral equations.
Interaction of magnetic fields with thin, finite, conducting 3D metallic structures is
considered, obtaining the fields radiated by these structures by using single- and
double-layer equivalent currents. This numerical electromagnetic solution is validated
against semi-analytical solutions and measured data, and its applicability is illustrated
by analysing three practical automotive problems. 

CHAPTER 4 is devoted to modelling high-voltage filters.
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CHAPTER 1

MODELLING OF AM AND FM/TV GLASS ANTENNAS 
IN AUTOMOBILES

1.1 Automotive Antenna Overview: Design and Placement 
The number of radio services and communication systems offered in the automotive
field has expanded greatly in recent years; indeed, contemporary vehicles contain over
twenty services that rely on wireless communication [9], [17], [10]. Entertainment
systems that began with simple amplitude modulation (AM) radio rapidly expanded to
include frequency modulation (FM) and television (TV) broadcast services. A number
of current broadcasting systems use digital rather than analogue modulation schemes,
such as digital audio broadcasting (DAB) or digital video broadcasting (DVB) systems,
which are modern in-car entertainment broadcasting formats for both radio and video.
Satellite digital audio radio services (Sirius and XM radio) allow broadcasting across a
much wider geographical area than can be reached by terrestrial radio stations.
Communication and information services that were initially available only in luxury
vehicles are now available in mass-produced vehicles; such services include universal
mobile communication system (UMTS), global system for mobile communication
(GSM), bluetooth and global positioning system (GPS). Comfort and safety systems
such as central door locking, remote key-less entry (RKE) and go systems, tyre
pressure monitoring system (TPMS) and collision avoidance radar also utilise wireless
communication technology. Finally, car-to-car and car-to-infrastructure
communication systems are both subject to much research and development by
leading car manufacturers; these intelligent technologies are intended to enhance not
only safety and comfort but also driving efficiency.
Modern vehicles are fitted with multiple antennas in order to facilitate communication
and operation of the aforementioned services at different frequency bands; up to 25
antennas are used currently and it is expected that this number will increase in the
future. Operation frequencies span from low frequencies (LF) (for RKE and Go
systems) to millimetre waves (MMW) (for anti-collision radar systems). Carrier
frequencies for AM radio are located in the 500 to 1700 kHz band. Some systems
require the use of multiple antennas; for example, TV services, which operate in
different bands starting from 40 MHz up to 800 MHz, or FM radio services, which
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operate from 75 MHz up to 109 MHz, use two or even three antennas (antenna
diversity system) to achieve stable reception characteristics. Differences in the
frequency range for different countries should be taken into account; for example, RKE
systems operate at 433 MHz within Europe and at 315 MHz in Japan and the USA.
Since an antenna is a key part of radio transmission and reception, its design and
placement has a significant affect on communication performance. In order to ensure
good communication quality, a number of requirements regarding antenna placement
should be fulfilled [18].

• Antenna must be unobstructed and placed as high as possible above the
ground. 

• Coupling with metallic objects and other antennas should be minimal.
• Distance to receivers (cable-length) should be minimised.
• Distance to spurious emissions should be maximised.
• Ground plane of antenna should be sufficiently large. 

Antennas can be placed at many positions both outside and inside the vehicle, but not
all positions are ideal. In order to determine whether an antenna position is good, it is
necessary to consider the selected service, frequency band and antenna technology
collectively. Finding an appropriate antenna structure can help to overcome problems
and achieve a satisfactory compromise between antenna position and performance.

Fig. 4. illustrates typical locations that are utilised for mounting antennas on or inside
modern vehicles.
Positions on the wing and boot are used typically for mounting monopole antennas for
AM/FM radio and special services. Short helical AM/FM antennas can be mounted on

Fig. 4.  Typical locations for antenna systems
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the vehicle roof (at the centre of the roof, at the edge or on the frame). The roof
position is one of the best options because it is unobstructed and high above the
ground, thus providing mostly omni-directional reception. While antenna parameters
for a rooftop position are largely unaffected by car-body shape, the rooftop position is
unsuitable for convertible vehicles. Since modern design rules prohibit the positioning
of a rod antenna on a roof or wing, car designers avoid using simple rod antennas,
especially for luxury cars; instead, car designers require that antennas are
incorporated into the vehicle structure.
Very popular positions for printed-on-glass antennas for AM/FM/TV or DAB services
are the side, rear or front windows; here, the antenna structure can be either on the
glass or along the window frame. Most usually, antennas are placed at the rear window
when the engine is at the front of the vehicle, offering the maximum distance from
spurious emission noise. The front-window position is used mostly for convertible
cars or when the engine is at the back of the vehicle. Alternatively, side windows can be
used in estate cars. The glass itself is usually large enough to incorporate several
antennas. Such design requires greater engineering efforts to determine a suitable
structure because, in general, and despite a number of other advantages, passive glass-
mounted antennas exhibit lower FM gains when compared to whip antennas. Critical
advantages of passive glass-mounted antennas are that they are hidden, they have low
noise levels under bad weather conditions and they are less vulnerable to damage. A
typical printed antenna is constructed of conductive strips arranged on a glass mount.
Since defrosting structures are normally placed on the rear window, the same
conductors can be utilised for on-glass antennas by using a special filter to separate
the DC component and noise interference from the radio signal. AM and FM antennas
can be designed as two separate units, one for each frequency band; such design is
typically used for quarter side-window antennas. Another alternative design
technique for on-glass antennas follows a slot antenna principle whereby the metallic
car structure becomes part of the antenna and the glass is used as the slot. Coupling
this slot with a thin conductor, the slot resonates and can be used as an antenna. When
an appropriate feeding position is used, different modes of the required polarisation
and radiation behaviour can be excited. This antenna design can be useful for
antennas integrated into the front windscreen.
When GPS, SDARS, satellite TV and cellular phone antennas are integrated into a single
antenna unit, they are also usually mounted on the roof or on the car boot lid,
especially for convertible vehicles. A classical GPS antenna is realised as a microstrip
(patch) antenna. According to the requirements, an antenna should be designed to
operate at 1575 MHz +/- 2 MHz. A GPS antenna can be combined with a SDARS
antenna operating at 2300 MHz, thus allowing the size of the multi-frequency antenna
unit to be reduced. The antenna includes two coplanar patches that are not in physical
contact and requires a large metallic ground structure, preferably flat, of minimum 1*λ
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around it. In some circumstances GPS/SDARS antennas can be positioned in exposed
spoilers or mirror housing.
Some sport and regular hatchback cars have a plastic spoiler to improve the downward
force at higher speeds; such spoilers can be used to incorporate hidden/integrated
antennas for digital sound and TV broadcasting, GPS, SDARS, telephone and, most
recently, car-to-car communication. Compared to regular cars, light trucks and sport
utility vehicles (SUV) have large side mirrors that can accommodate a number of high-
frequency antennas. The side mirrors of some trucks are large enough to incorporate
FM-receiving antennas at the VHF band, telephone antennas for GSM and UMTS
systems, GPS navigation and SDARS satellite broadcasting antennas.
Foil and fractal antennas, which are mounted on metallic foil and glued to plastic
elements, are common for mobile telephone antennas, car-entry systems and
Bluetooth/WLAN antennas. The possible geometries that can be used for these very
flat structures is virtually unlimited and they can be placed in rear-view mirrors, side
mirrors, spoilers, bumpers and wings. 
Antennas for short-range wireless communication devices are usually mounted out of
sight, inside the car; for example, under the car front panel or in the interior of a door
or boot (in particular, low-frequency magnetic antennas for RKE and Go systems and
antennas for remote start engine (RSE)).
Radar collision antennas are mounted into front bumper structures. Two common
systems are long-range radar (LRR) and short-range radar (SRR). LRR operates at 77
GHz and has a resolution of approximately 3 m at distance of 150 m [19]. An example
of a front bumper system with LRR radar is adaptive cruise control (ACC), which
controls the driving path in front of the car in order to maintain the minimum safety
distance relative to the vehicle in front. The antenna system includes two separate
antennas: one to transmit and the other to receive. Each antenna is comprised of a
microstrip slot-coupled antenna array. The SRR system operates at 24 GHz with 4 to 5
GHz frequency bandwidth and a range of less than 30 m. The SRR system is used to
reduce side, rear and front blind spots and to provide other safety enhancements.
As already discussed above, a sophisticated design of antenna pattern is needed for
efficient performance of printed-on-glass antennas. High-quality antenna designs
require comprehensive theoretical simulations and prototype measurements. Many
patents and academic papers are devoted to these studies [20] - [29].
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1.2 Method of Moments (MoM) for the Solution of 
Automotive Antenna Problems

There are many contemporary numerical techniques for modelling antenna and
electromagnetic compatibility (EMC) problems; each technique is best suited for the
analysis of a particular antenna configuration. However, taking into consideration the
complexity of the antenna systems together with the associated electronic modules, as
well as the variety of their components and electromagnetic (EM) sources, no single
technique can be used in its traditional formulation to model all of the structural
features of antenna systems and their interactions with other electronic systems.
Therefore, a suitable combination of traditional and specialised methods and
techniques, including adaptive and hybrid techniques, is required.
Based on recent enhancements of the traditional method of moments (MoM) [11], this
work proposes a set of advanced methods and special means [30] - [36] that provide
an accurate and effective simulation of EM/EMC automotive antenna problems.

1.2.1 Traditional MoM
The MoM (or moment method) is a technique for solving complex integral equations
by reducing them to a system of more simple linear equations. In contrast to the
variational approach of the finite-element method however, MoM employs a technique
known as the method of weighted residuals. As a matter of fact, the terms ‘MoM’ and
‘method-of-weighted-residuals’ are synonymous. R.F. Harrington [11] was largely
responsible for popularising the term MoM in the field of electrical engineering, when
his pioneering efforts first demonstrated the power and flexibility of this numerical
technique for solving problems in electromagnetics.
The equation solved by MoM techniques is generally a form of the electric field integral
equation (EFIE) or the magnetic field integral equation (MFIE); both equations can be
derived from Maxwell’s equations by considering the problem of a field scattered by a
perfect conductor (or a lossless dielectric). The equations are of the form:

(1)

(2)

where the terms on the left-hand side of these equations are incident field quantities

and  is the induced current.

As already known, an arbitrary boundary-value EM problem on geometry G may be
written in operator form as (3):
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where L is an integro-differential operator,  is the excitation, and  is the unknown
current density on G. Furthermore, we discretise G to consider the following expansion
for the unknown current:

, (4)

where  are the sub-domain expansion functions, In are unknown
coefficients, and N is the total number of unknowns. Substituting (4) into (3) and

applying a testing procedure with weighting functions  defined in the
range of L leads to a linear set of equations written in matrix form: 

, (5)

where [Zmn] and [Vm] are, respectively, the MoM impedance matrix and voltage matrix-

vector with elements  and , and [In] is the vector of

unknown coefficients in the current expansion (4). 
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1.3 Modelling of Automotive Glass Antennas Using 
Hybridisation of MoM with a Special Green’s Function

This section describes an equivalent model of layered antenna structures based on the
refined modified image theory and derives the hybrid MoM scheme, which
incorporates the approximate Green’s function of such a model. Validation of the model
is done by comparison of the measured and simulated antenna characteristics for a
number of special simplified examples. Application of the technique is demonstrated
for a solution of antenna design problems with a real complex windshield, side window
antennas and car body.

1.3.1 Problem Formulation
As already discussed, automotive design tends towards conformal and hidden antenna
applications, such as glass antennas integrated in vehicle windows, as depicted in Fig. 5. 

An accurate analysis of vehicle glass antennas requires a proper discretisation of not
only the metallic elements, but also the dielectric substrate of glass antennas. Applying
the typical finite-element method (FEM)/MoM approach to such a mesh results in an
excessively large number of unknowns (a few hundreds of thousands). As a result,
some studies of vehicle glass antennas [28] - [29] neglect the window glazing so that
only far-field calculations are performed. To account for the dielectric effect of the glass
on vehicle EMC characteristics, most studies [40] - [42] utilise a sheet impedance
approximation [43], which is available in many EM solvers such as [44] - [46].
Although such an approach is efficient, it is not sufficiently accurate for complex glass-

Fig. 5.  Computational models of vehicle with glass antenna in the rear window

Glass antenna
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antenna geometries and the substrate still requires discretisation, although the
discretisation is appreciably less fine.
The discretisation of the substrate can be avoided when the curvature of the glass and
impact of the main vehicle geometry is ignored by applying the appropriate Green’s
functions for infinite layered structures [47] - [50]. However, the rigorous Green’s
functions represented by Sommerfeld integrals [51] are, unfortunately, too time-
consuming to calculate and too inflexible to be incorporated in the full vehicle
geometry. To overcome this problem, a number of studies [52] - [54] have been
performed to approximate the Sommerfeld integrals. Alternative studies propose
different approximate image theories, such as complex image theory (CIT) [55] - [58]
and modified image theory (MIT) [59] - [63], and others suggest different equivalent
models of layered structures [64] - [67]. However, the majority of such theories and
models are suited only to simple layered geometries and are insufficiently flexible to be
hybridised with the full vehicle geometry.
A new simple but accurate and flexible equivalent glass-antenna model is reported in
[68]. It is based on the image concept; image amplitudes are expressed through those
for the dielectric interface problem and found by refining the MIT [62] - [63]. In [69] -
[70], this model is hybridised with the main vehicle geometry.

1.3.2 Theoretical Approach
The described traditional MoM procedure described in Section 1.2.1 requires
discretisation of all parts of the geometry, including the dielectric substrate. In order to
exclude the dielectric from the formulation, we should modify the boundary operator L
and excitation  in the glass area in such a way as to account for the effect of the
dielectric and to automatically satisfy the boundary conditions on the dielectric.
The first aim is to find the modified boundary operator and excitation in the glass area
by introducing the equivalent glass-antenna model. The next aim is to incorporate an
approximate Green’s function of the equivalent model in a full MoM matrix in order to
apply the hybrid MoM scheme for the analysis of finite-size and curved glass-antenna
structures integrated into the full vehicle geometry. Finally, this approach is validated.

Equivalent Glass Antenna Model

Fig. 6. (a) shows an original structure of the metallic strip (glass-antenna element) A

with current  placed above, inside or under the dielectric layer (regions i  1, 2, 3,
respectively). The layer of thickness l and material parameters ,  (region i  2) is
placed in vacuum with parameters 0, 0 (i  1, 3). In a multilayer case, effective
medium parameters are considered.
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Fig. 6. (b) shows the equivalent model of the microstrip structure of Fig. 6. (a),

consisting of the source current  on element A and its mirror images

 in the upper and lower dielectric-layer interfaces. 

For the source current  in region i, the electromagnetic field at the observation region

j  1, 2, 3 is composed of the field of the original current  (only if j  i) and that

produced by its images  with amplitudes  and  for the vertical and horizontal

components of the vector potentials, and  for the scalar potentials. Hereinafter, the
first superscript in amplitude notations indicates the observation region and the
second superscript indicates the source region. 

Note that both the source and image currents radiate in the medium with the material
properties of the observation region j. Meanwhile, only image currents, which are not
situated in the observation region, radiate into this region. 
The suggested model requires finding the image amplitudes by ensuring the boundary
conditions on both dielectric interfaces. This can be done by recursively applying the
mirror-image method to relate these amplitudes to those obtained for the
approximate solution of the boundary-value problem on a separate dielectric interface.
In the next subsection we will refine the MIT [62] - [63] in order to reconsider the
dielectric half-space problem in a quasi-static approximation. Furthermore, we will
derive the image amplitudes  (t  v, h, q). 

(a) (b)
Fig. 6.  Original (a) and equivalent (b) glass-antenna models
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Refined Modified Image Theory

Consider the interface between two dielectric media m and i characterised by material

parameters m, mand i, i, respectively, as depicted in Fig. 7. (a). Let the current 

and charge  associated with the elementary electric dipole of volume dV
exist in one of two media, say medium i, as depicted in Fig. 7. (a). We are interested in
the calculation of the EM field due to these sources at the observation points from both
sides of the interface.

The above problem can be solved accurately in terms of Sommerfeld integrals.
However, in order to determine the approximate field at both the source region i and
the mirror region m, we take advantage of the MIT [59] - [63], extending the canonical
mirror-image method to the dielectric half-space problem. Following the MIT, the EM
response from the imperfect interface is described approximately by inserting the
mirror-image source radiating to the source region i, and the space-like image source

radiating to the mirror region m; see Fig. 7. (b) and (c), where the original current  is

decomposed into its vertical  and horizontal  components, and . Unlike

the canonical mirror-image method, the image amplitudes  (t  v, h, q) are modified
so as to approximately satisfy the boundary conditions (whence the method’s name).
The variants of the MIT [59] - [63] differ by the method of finding the image
amplitudes.
The traditional MIT [59] - [61], also known as the reflection-coefficient method (RCM),
utilises the far-field plane-wave approximation for image amplitudes. Its solution is,
therefore, valid only at distances that are rather far (kR>>1) from the boundary
surface, where k is the wavenumber and R is the distance between the image and
observation points. In contrast, the simplified MIT [62] - [63] is obtained in the
electrostatic approximation kR<<1 and does not consider the boundary conditions for
the magnetic field. Thus, the obtained image coefficients are fully valid only for the
charge problem, and the current images are approximately valid in the source region

(a) Original problem (b) Equivalent problem for 
source region i

(c) Equivalent problem for 
mirror region m

Fig. 7.  Sources and images in the presence of dielectric interface
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for the vertical-dipole problem, but fully invalid for the horizontal-dipole problem.
Therefore, it is necessary to reconsider the latter problem.

In order to find the unknown image amplitudes  (t  v, h, q), we impose the

boundary conditions on both the electric field  and the magnetic

field  (j  i, m) due to all sources in their radiation domain, considered in

the quasi-static approximation (kR)21. The electric field is expressed by means of
the sources of both vector and scalar potentials, i.e. the currents and charges, while the
magnetic field is expressed by means of the sources of only the vector potential, i.e. the
currents.
Imposing the boundary conditions for the same amplitudes of the current and charge
images leads to an inconsistent set of equations for the image amplitudes. However, we

are at liberty to assign different amplitudes  and  for the current images and 
for the charge images, in view of the non-uniqueness of the vector and scalar
potentials in the presence of a dielectric boundary [71] - [72]. Furthermore, we
consider the vertical- and horizontal-dipole problems separately, as in the traditional
Sommerfeld solution. Consequently, we obtain the following set of equations for image
amplitudes:

(6a)

(6b)

(6c)

Note that equation (6a) follows from the boundary conditions for the electric field, and
equations (6b), (6c) for the magnetic field. Therefore, equation (6) defines an
approximate electromagnetic solution of the Sommerfeld problem. 
Analysis of equation (6) shows that the vertical-dipole problem has a unique solution

only for the same amplitudes of the charge and current images: . However, the
horizontal-dipole problem cannot be solved, even approximately, for the same image
amplitudes and it requires different amplitudes for various images. Now the solution
of equation (6) is expressed as:

(7a)

(7b)
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Derivation of Image Amplitudes 

Once the image amplitudes  of the equivalent interface problem of Fig. 7. (b) and (c)

are found, a recursive procedure to derive the image amplitudes  of the equivalent
glass-antenna problem of Fig. 6. (b) can be developed. In order to satisfy the boundary
conditions on the upper dielectric interface in Fig. 6. (b), following the refined MIT

above, we introduce, along with the source current  radiating in the source region 1,
two image currents situated at equal distances d from the interface: (i) the mirror

current  with amplitude  again radiating in region 1, and (ii) the space-

like image  with amplitude  radiating in region 2.

To satisfy the boundary conditions on the lower interface we consider the radiation

problem for the image current  with amplitude  in region 2 in the presence of
the lower interface. This requires two additional image currents situated at equal

distances l d from the lower interface:  with amplitude  radiating in

region 2, and  with amplitude  radiating in region 3.

Next, we should adjust the boundary conditions on the upper interface that is

imbalanced due to the radiation of image current  with amplitude  in region
2 in the presence of the upper interface. This produces a pair of additional image
currents situated at equal distances 2l d from the upper interface: (i) the mirror

image  with amplitude  radiating in region 2, and (ii)  with

amplitude  radiating in region 1. 
Furthermore, recursively applying the refined MIT results in the following amplitudes

of image currents  due to the source current  in region i  1: 

; (8a)

 (8b)

(8c)

(8d)

Similar formulae for the source current  placed inside the layer (i  2) are given in
[70]. In the next section, these results will be validated by comparing them with the
accurate Sommerfeld solution.
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MoM Solution to the Equivalent Glass-Antenna Model

The equivalent glass-antenna model of Fig. 6. (b) allows us to write the equivalent
current and charge (i.e. the divergence of current) associated with the antenna
element A at any observation region j  1, 2, 3 as

(9)

(9a)

where  is the original current on element A in the i-th region, ij is the Kronecker

delta,  is the current on the k-th image,  is the imaging operator,

 and  are the vertical and horizontal components of the k-th
image currents, respectively, and  is the unit normal vector to the dielectric interface.

Equation (9) can be viewed as , where  is the transforming operator.

Substituting (9) into (3) along with the modified excitation  leads to the
following equivalent boundary-value problem on the antenna-element geometry:

(10)

where 

, (10a)

are the modified boundary operator and excitation in the glass area including the
dielectric effect and automatically satisfying the boundary conditions on the dielectric
interfaces.
Equation (10) allows application of the traditional MoM scheme to the equivalent
model of Fig. 6. (b), with expansion functions taken on both the original and image
geometry, and testing performed only on the original geometry. 
Equation (10a) allows us to derive the hybrid MoM scheme with the finite-size glass-
antenna model incorporated into the full MoM geometry.
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Finite-size and Curved Glass-Antenna Models

Although the equivalent glass-antenna model of Fig. 6. (b) is derived for infinite
dielectric layers, it may also be applied approximately to finite-size glass-antenna
structures. Moreover, slightly curved glass-antenna geometries may be considered. For
this purpose, the finite-size dielectric substrate is subdivided into separate areas, and
each antenna element is associated with a nearby glass area. The antenna elements
near that area are considered to radiate such as in the presence of an infinite dielectric
substrate being the extension of this glass area.

Hybrid MoM Scheme

In order to incorporate the equivalent glass-antenna model into the full MoM
geometry, we divide the full geometry into the basis, e.g. vehicle geometry B, and glass-
antenna element geometry A, and modify the boundary operator and excitation on A
such as to include the dielectric effect. Thereby, we reduce the boundary-value problem
(3) to the following set:

              on (11a)

             on (11b)

where LG and  are the modified boundary operator and excitation defined by (10a),
and the superscripts B and A stand for the basis and glass-antenna elements,
respectively. The set (9) represents the hybrid MoM formulation of the problem to be
solved.

Next, applying the traditional MoM scheme with expansion functions  and

weighting functions , with N  NA  NB, to (11) leads to the following set of
linear algebraic equations written in block-matrix form as

(12)

with MoM impedance matrix elements , ,

excitation elements , , and . 

The linear set (12) incorporates the equivalent glass-antenna model into the full MoM
geometry and, therefore, accounts properly for the dielectric effect on glass-antenna
elements.
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1.4 Validation of the Hybrid MoM Scheme with a Special 
Green’s Function

The hybrid MoM scheme utilising a Green’s function approach was validated on a
number of models by comparing simulation results with those obtained by
measurements and calculated using the previous modelling techniques: a sheet- or
surface-impedance approach [38] and a coated-wire approach [39]. All simulations
were performed using the MoM-based program “TriD” included in the program
package “EMC Studio” [1].

1.4.1 Simple Grid Antenna on a Thin Glass
Fig.8. shows the two measurement setups for a simple grid antenna printed on a thin
glass: (a) without a frame, and (b) with a metallic frame to emulate the fixing of glass
in the automobile window. The glass antenna consists of five metallic strips printed on
a dielectric substrate that is elevated over the metallic plate. The two antenna terminals
are connected to a network analyser via BNC connectors, the outputs of which are
considered as ports. The quantity of interest is the reflection coefficient at Port 1. 

The parameters of the measurement setup are as follows. The metallic strips of the
glass antenna have width w  2 mm, grid height h  500 to 570 mm, and the minimum
separation between the strips is t  30 mm. 

(a) without frame (b) with frame
Fig. 8.  Measurement setups for a simple grid antenna on a thin glass
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The dielectric substrate has width W  290 mm, height H = 800 mm, thickness l  3
mm, elevation over the plate hd  10 mm, relative permittivity of the glass r 6.6, and
loss tangent tan()  0.02. The metallic frame has width wf  20 mm, and the plate
dimensions are 1 m x 2 m.
The simulation model of the measurement setup for the Green’s function approach
consists of glass triangular antenna elements (triangles printed on the glass) to model
the glass antenna, metal triangles to model the metallic plate and wire segments to
model the antenna ports. BNC connectors are modelled as non-radiating transmission-
line elements. Antenna Port 1 is active and excited by a lumped voltage source with a
50 series resistance to match the characteristic impedance of the transmission line.
Antenna Port 2 is passive and loaded by a similar resistance.
The simulation model for the surface-impedance approach consists of metallic
triangles, representing the actual antenna, and triangles with appropriate surface
impedance [38] to model the glass. For the coated wire approach, the strips of the glass
antenna are replaced by wire segments with an appropriate equivalent coating [39].
When using this approach, dielectric losses in the glass are neglected.

Fig. 9. (a) and (b) present a comparison between the simulation and measurement
results for both measurement setups. This comparison shows that the simulation
results obtained by different simulation methods agree well with the measured data up
to a frequency of 300 MHz. Meanwhile, the Green’s function results are closer to this
data for both measurement setups. The surface-impedance approach reveals a slight
shift of higher frequency resonances when the glass is without a frame. The coated-
wire approach displays superfluous oscillations near the resonance at around 190
MHz when the glass is without a frame, and a shift of resonances when the glass is in
the metallic frame. These discrepancies may be explained by a poor accounting of the

(a) glass without a frame (b) glass with a frame
Fig. 9.  Comparison between the simulation and measurement results
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dielectric effect for the surface-impedance approach, and by neglecting the dielectric
losses and mutual coupling between the strips for the coated-wire approach.

1.4.2 Complex Grid Glass Antenna
A validation setup, shown in Fig. 10. , has been developed to check the accuracy of the
numerical approach for grids with high density. The two antenna terminals are
connected to the network analyser via BNC connectors, the outputs of which are
considered as ports. The reflection coefficient at each port and the transmission
coefficient between the ports was measured.
A schematic representation of the measurement setup with the dimensions of the
constituent elements is depicted in Fig. 11.  The metallic strips of the antenna have
width w 2 mm and length L  510 mm. The dielectric substrate has width W  290
mm, height H  800 mm, thickness l  6 mm, relative permittivity r  6.6 and loss
tangent tan() 0.02. The dimensions of the metallic plate are 1 m x 2 m. 
The simulation model of the measurement setup consists of 405 glass triangular
antenna elements (triangles printed on the glass) to model the glass antenna, 18 wire
segments to model the antenna ports and 1,082 metal triangles to model the metallic
plate, on which the antenna is mounted, giving a total of N  2,018 unknowns. The
metallic elements are assumed to be perfectly conducting.

In order to model the connectors at the antenna terminals, network transmission-line
elements of 22 mm length and characteristic impedance 50  are used. One of the
antenna ports is considered to be active and excited by a lumped voltage source with a

Fig. 10.  View of the measurement 
setup for complex grid antenna

Fig. 11.  Schematic representation of the 
measurement setup
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series resistance of 50 . The other antenna port is passive and terminated by the
same resistance. Furthermore, the active and passive ports are swapped to simulate
the complete scattering matrix.
Fig. 12.  shows the comparison between the simulation and measurement results as
well as the simulations performed without the dielectric (glass). The comparison of
the simulation results with and without the dielectric shows that neglecting the
dielectric effect leads to a considerable shifting and distortion of resonances and, thus,
is no longer acceptable starting from frequencies of around 30 MHz. 

The comparison between the simulation and measurement results with the glass
included shows a good agreement in a wide frequency range from 30 to 300 MHz.
Specifically, these results show a very good prediction of the location and maxima of all
resonances. A slight deviation between the compared results in resonance minima and
discrepancies at higher frequencies may be caused by some uncertainty of the
measurement setup and imperfection of the simulation model.

1.4.3 Automotive Windshield Glass Antenna
In order to validate the method for a realistic antenna, input impedance of a rear-
window automobile glass antenna was measured and simulated. Fig. 13.  shows the
measurement setup consisting of a glass antenna with dimensions 1.19 x 0.77 m, strip
width w  0.3 mm, glass thickness l  3.45 mm, glass permittivity r  7.5 and loss
tangent tan() 0.02, which is placed over a metallic plate of dimensions 1 m x 2 m.
The quantity of interest is the reflection coefficient at the FM antenna port.
The comparison between the simulation and measurement results for this setup is
shown in Fig. 14.  It can be seen that the Green’s function approach correctly describes
the frequency behaviour of the reflection coefficient, so that the simulation results

(a) reflection coefficient (b) transmission coefficient
Fig. 12.  Comparison of the measurement and simulation results for complex grid 
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agree well with the measured data. Results obtained using the surface-impedance and
coated-wire approaches differ noticeably from the measured data, revealing the
significant shift of resonances. Thus, this comparison shows a considerable advantage
of the Green’s function approach over other approaches for modelling integrated glass
antennas.

1.5 Application of Hybrid MoM Scheme for the Design of 
Automotive Glass Antennas

1.5.1 Complete Car Model with Windshield Antenna
The derived hybrid MoM scheme has been applied to simulate the reflection
coefficient of the rear-window glass antenna in a complete model of a car. Simulation
results were compared with measured data. 

Fig. 13.  Measurement setup for a rear-window automobile glass antenna

Fig. 14.  Comparison between the simulation and measurement results
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A simulation model of the measurement setup with a glass antenna and its AM/FM1/
TV1 port is shown in Fig. 15.  This model consists of 19,052 metal triangles to model
the car bodyshell, 67 wire segments to model the antenna-to-body connections, and
2,477 triangles to model the glass antenna elements, giving a total of N  31,028
unknowns. The curved glass surface is represented by 5,210 triangles. The dielectric
substrate has thickness l  3.14 mm, relative permittivity r  7.5, and dielectric loss
tangent tan()  0.02. The metallic elements are assumed to be perfectly conducting. In
order to represent the measurement setup accurately, the BNC connectors attached to
the antenna terminals are modelled as non-radiating TL elements of length 64 mm and
having a characteristic impedance of 50 . 

Fig. 15.  Simulation model of measurement setup with a glass antenna and its FM port

Fig. 16.  Comparison of measurement and simulation results for a complete car model
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Fig. 16.  shows measurement and simulation results for the reflection coefficient |S11|
at the FM1 port of the glass antenna. Comparison between these results shows that the
simulation results are in close agreement with the measured data at all frequencies in
the range 30 to 300 MHz.

1.5.2 Hybridisation of MoM with Multiport Networks
Incorporation of Network Equations in the MoM

Modern automotive antennas frequently involve a number of network devices (‘black
boxes’); in the context of MoM, a detailed analysis of such black-box network devices is
impossible because of excessive computational intensity. This section describes a
hybridisation of the MoM with general multiport networks specified through their
network parameters, such as open-circuit impedances (Z-matrices), short-circuit
admittances (Y-matrices), scattering parameters (S-matrices), transmission lines (TL)
and so on.
Fig. 17.  shows a general N-port network connected to the wire segments or ports of
the MoM geometry. A network connection to ports 1, 2, ..., N forces the currents i1, i2, ...,
iN through and voltages U1, U2, ..., UN over the ports, according to the network
parameters of the considered network.

Network parameters can be introduced via different forms of network equations:

U  Z Net i, (13a)
i  Y Net U, (13b)

a - S Net a +, (13c)
where i  [i1, i2, ..., iN] and U  [U1, U2, ..., UN] are the network port current and voltage
matrix-vectors, respectively. Z Net, Y Net and S Net are the network Z-, Y- and S-matrices

with network parameters ,  and , respectively.  are the

Fig. 17.  N-port network directly connected to the MoM geometry
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normalised incident (+) and reflected (-) port voltage vectors.  and
 are, respectively, the normalised network voltage and current vectors. ZL is

the diagonal matrix of the characteristic impedances  of the
transmission lines connected to each port (reference impedances).
In order to incorporate the network equations (13a) to (13c) into the MoM system (5),
it is necessary to relate the elements of the matrix-vectors V and I in (5) to the network
port voltage and current matrix-vectors U and i. Let us choose the expansion and

testing functions  and  in (4) and (5) so as to interpret Vm and In in (5) as
segment currents and voltages. Then, the segment voltages V  [V1, V2, ..., VN] can be
shared between those caused by the external sources V S  [V S

1, V S
2, ..., V S

m, ...] and
those by the network voltages U  [U1, U2, ..., UN]:

V = V S  U (14)
For a free-port network (with controlled voltages), the port currents i  [i1, i2, ..., iN] are
easily related to the segment currents I  [I1, I2, ..., IN]:

i   I (15)
Therefore, inserting (15) into (13a) and then into (14) yields:

V  V S  Z Net I (16)
Now, introducing (16) into (5) and regrouping the components with the currents I
yields the following hybridised MoM and network algebraic system:

(Z MoM  Z Net) I  V S (17)
For the mixed (free and forcing) ports, the network equation (17) is generalised to:

(Z MoM  Z' Net) I V SV add (18)

where Z' Net  (Y' Net)-1 is the free-port generalised impedance matrix of the N-port
network,

V add Z' Net Y'' Net U S (19)

is an additional voltage matrix-vector on the free ports induced due to the connection
to the forcing ports, and Y' Net, Y'' Net are the free- and mixed-port generalised
network admittance matrices, respectively. The latter are mixed matrices with the row
index corresponding to the free port and the column index corresponding to the
forcing port. 
The matrix equations (18) represent the general hybridisation of the MoM with
multiport networks. Here, the total impedance matrix is composed of the MoM matrix
and a reduced general network matrix for free ports, while the voltage column is
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composed of the MoM voltages and impressed network voltages, induced by the
connection to the forcing ports. Specifically, for the free-port network, (18) reduces to
(17), while for the forcing-port network, (18) reduces to (5), with V  VS. In the latter
case, the MoM system remains unchanged.

1.5.3 Application of Multiport Networks: Simulations of Vehicle 
Antenna Validation Tests

The developed techniques have been applied to simulate various EM and EMC
problems on automotive antennas. 
First, a vehicle antenna validation test (which usually precedes a chamber vehicle-
emission test) is modelled [37]. 
A schematic representation of this test is shown in Fig. 18. 

The measurement setup consists of an active vehicle antenna (with amplifier) exposed
by a test antenna with defined feeding, and a spectrum analyser to measure the
coupled voltage. The obtained voltage level is compared to the standard acceptable
reception level, which is known for each type of vehicle antenna. The computer
simulations are designed to predict the total antenna system performance in order to
detect possible problems, especially if a physical vehicle prototype is not yet available
for measurements. Fig. 19.  shows the location of a car and a test antenna in an
anechoic chamber, which was used in this study.

Fig. 18.  Schematic representation of an antenna validation test
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In the current example, a vertically polarised biconical Schwarzbeck BBA9106 test
antenna, with 1:1 balun, is used. The antenna, which is located at 1.0 m above the
ground, is fed by a -30 dBmW generator with 50  internal resistance, using a lossy
coaxial cable. The dimensions and the antenna factor of the test antenna are
presented in Fig. 20.  and Fig. 21. 

A simulation model of the side-window TV2 antenna in a Volkswagen car is shown in
Fig. 22.  The car bodyshell is modelled by 31,045 triangles and the antenna pattern is
modelled by 535 triangles and 19 wire segments. The antenna pattern is printed onto a
right-window glass of thickness l  3 mm, permittivity r  7, loss tangent tan ()  0.02,
which is adjacent to the TV3/FZV antenna.

Fig. 19.  Location of a car and a test antenna in an anechoic chamber

Fig. 20.  Test antenna dimensions Fig. 21.  Antenna factor
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In order to properly characterise the validation test, antenna amplifiers are also
included in the simulation model as non-radiating networks. The scattering
parameters of the TV2 and TV3 antenna amplifiers are depicted in Fig. 23. (a) and (b).
It is assumed that any backward transmission of the signal from the radio to the
antenna is negligible and that the amplifier output is perfectly matched to a 50 
coaxial cable that is connected to the radio. Thus, a complete simulation model consists
of a biconical test antenna, a car bodyshell model and a side-window glass antenna
with an amplifier. Analysis of such a model requires application of the following
modelling techniques: power normalisation of the biconical antenna source,
hybridisation of the MoM with the special Green’s function to model the glass antenna,
and hybridisation of the MoM with multiport networks to model the amplifiers and
lossy coaxial cables.

Fig. 22.  Volkswagen car model with a glass antenna in the right window

(a) (b)
Fig. 23.  S-parameters of (a) TV2 amplifier and (b) TV3 amplifier
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Fig. 24.  shows the comparison of the simulated voltage at the TV2 amplifier output
port with measurement results obtained in a Volkswagen car. Two separate frequency
ranges are considered: 40 MHz - 110 MHz (Bands I and II) and 170 MHz -230 MHz
(Band III).

Comparison of the simulation results with measured data shows good agreement over
the considered frequency ranges. The maximum difference between the simulation
and measurement results does not exceed 6 dB.

1.5.4 Multi-partitioned and Multi-excitation MoM Scheme
Problem Formulation

When solving automotive antenna problems, a considerable proportion of the vehicle
geometry remains the same in different calculations. For example, this is the case when
comparing the characteristics of different antennas mounted in a window-pane of the
same car model, or when optimising the shape, dimensions, position and material
parameters of a particular antenna to be installed in an automobile. An optimisation of
the calculation for different sets of excitations is also required. This section describes a
multi-partitioned and multi-excitation MoM scheme that is designed to handle such
geometries and excitations effectively.
Let G be a series of geometries G1, G2, ..., GK with a predominant common (basis) part

 being an intersection of the geometries Gk. Calculation of the geometries

Gk , k = 1, 2, ..., K, using the traditional MoM scheme requires K-times more central
processing unit (CPU) time than that needed to handle a single geometry. The purpose
here is to enhance the MoM scheme in such a way as to minimise the total CPU time
needed to handle a series of geometries under different excitation schemes.

(a) (b)
Fig. 24.  Voltage received by TV2 antenna in (a) Band I and II, and (b) Band III
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Partitioned MoM Scheme 

Let geometry GK be partitioned on the basis Gb and additional Ga parts, so that

Gk=Gb+Ga. Reconsidering the boundary-value problem (3) by applying the partitioned

sets of expansion and testing functions for the basis Gb and additional Ga  geometries,
we reduce (3) to the matrix equations with the following block structure:

(20)

where the first superscript is associated with the testing procedure, and the second
superscript is associated with the expansion procedure, so that the total number of
unknowns is N = Nb + Na.
Considering now the lower upper (LU) decomposition of the partitioned impedance
matrix:

(21)

one can see that the decomposition of the basis block matrix Z bb  Lbb U bb is the

same as that obtained for a pure basis geometry Gb. Therefore, considering first the
boundary-value problem on the basis geometry Gb and storing the inverted matrices

 and  for this geometry, one should then calculate only
additional blocks of the partitioned impedance matrix in (20) in order to determine the
additional blocks in the LU decomposition (21). Then, the solution of the initial
boundary-value problem on the total geometry GK is found to be:

(22)

or, after inversion of the block matrices,

(23)

where , . In (23), a predominant part of the

calculations is associated with determining the inverse block matrices  and  for
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the basis geometry Gb to be stored at the first stage of calculations. If an additional part
Ga of the total geometry GK is much less than the basis part Gb, then calculation of
additional blocks needs much fewer operations than that required for the total
geometry. This allows performing the additional calculations to obtain the sought
solution without considerable spending of CPU time. The structure of multi-partitioned
and multi-excitation calculations is illustrated in Fig. 25. 

A theoretical gain G in solving time is obtained when applying the partitioned MoM
scheme (if using the stored LU matrices for the basis geometry), and it can be
evaluated as

(24)

where  is the theoretical gain of LU decomposition,

Na/(Nb+Na) is the fraction of the number of additional unknowns (Na) over the
total number of unknowns (Nb+Na), and  is the fraction of the additional time
necessary for the calculation processing (it is characterised by the computational
system) over the direct-task time. This additional time includes the time necessary for
data preparation, loop and thread organisation, memory access, etc. For in-core
calculations, this time may be ignored, while for out-of-core calculations this time
should include the hard disk drive (HDD) read/write time. For cluster (distributed
memory) calculations this time should include the data-exchange time, which may be
significant. Table 1.  and Table 2.  compare the solving times and gains for the
sequential/multi-threaded and cluster calculations. These tasks were run on 2-CPU
Intel Xeon 3.00 GHz computers (four cores in total) and the cluster consisted of nine
computers (36 processors in total).

Fig. 25.  Structure of multi-partitioned and multi-excitation calculations
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Table 1.  Solving times and gains for sequential calculations for  = 0

Table 2.  Solving times and gains for cluster calculations

The presented data shows the significant advantage of using the partitioned MoM
scheme when applied to a series of partitioned geometries with a predominant basis
part (small values of ). However, this scheme is less effective in the case of
distributed memory (parallel) calculations, due to the large amount of data exchange.
By optimising the data exchange in the multi-partitioned regime, one can significantly
decrease the average , resulting in an increased gain G in solving time.

Nb Na 
1 thread used 4 threads used

Direct 
[sec]

Partition 
[sec]

Direct 
[sec]

Partition 
[sec]

28,093 2,935 0.095 3.87 8063 2116 2233 750

28,093 118 0.004 80.03 6052 91 1696 38

Nb Na 
Direct, [sec]


3 Partition

Solve Exchange Solve, [sec]

28093 2935 0.095 3.87 474 200 0.42 1.75 332

28093 118 0.004 80.03 383 170 0.44 2.22 211

 KG ≡

K G
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1.5.5 Application of Multi-partitioned MoM Scheme to Antenna 
Design

The derived multi-partitioned MoM scheme has been applied to optimise the glass-
antenna structure in a complete car model. Fig. 26.  shows a computational model of an
Audi A5 with a heating structure and antenna pattern printed on the rear windscreen.
A part of the antenna structure used for AM, FM and TV services will be optimised
(this part is electrically separated from the heating structure and may be changed
relatively easily during the design).

Using the multi-partitioned scheme, we consider the car bodyshell and heating
structure as the basis part of geometry (totally 20,573 metallic elements), and the
antenna structure as the additional (partition) part. Fig. 27. (a) to (c) show different
variants of the antenna structure with a corresponding pigtail wire, considered as
partitions. Fig. 27. (d) compares the reflection coefficients of the antenna variants,
calculated in the frequency range 30 MHz to 300 MHz. The obtained results show that
modification of the antenna structure does not change the reflection coefficient in the
FM frequency range, but it significantly shifts and changes the level of resonances in
the TV range (150 - 175 MHz and 210 - 225 MHz, respectively).
Table 3. compares the computational times needed for calculation of three variants of
the antenna structure using the direct MoM and multi-partitioned approach.
Comparison of CPU times shows a gain G of 1.5 in calculation time for three partitions,
demonstrating the advantage of the multi-partitioned scheme when solving
optimisation problems on complete car models.

Fig. 26.  Audi A5 car body with heating structure printed on the rear windscreen

Antenna pattern

Heating structure
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Table 3.  Summary of computational times

1.5.6 Testing of Vehicle Antenna Reception in an Open-area Far-
field Test Setup

Here, a vehicle antenna reception in an open-area far-field test setup is modelled.
Examination of vehicle antenna reception is one of the key stages in system
development and certification. A single-axis rotational technique is used to measure
the antenna reception pattern. This technique involves the equipment under test
(EUT) being placed on a rotational positioner and rotated about the azimuth to
measure a two-dimensional polar pattern. It is important to be able to measure two
perpendicular (vertical and horizontal) components of the pattern. This measurement
is usually accomplished by using a dual-polarised horn, a log-periodic dipole array or a
dipole antenna as the transmitting antenna, and it requires either two transmitters or
the ability to automatically switch the polarisation of a single transmitter. A typical
polar-pattern test setup is shown in Fig. 28. 

Fig. 27.  Different variants of antenna structure: (a) initial structure, 102 metallic 
elements, (b) structure with extended arm, 117 metallic elements, (c) structure with 

shifted bridge, 117 metallic elements, and (d) reflection coefficient of the above 
antennas as a function of frequency

Solution type CPU time for one frequency point

Direct solution (three tasks) 3.7 hours (1.23 hours per task)

Matrix-partitioned approach (three
partitions)

2.55 hours (1.9 hours for basis + 0.65
hours for three partitions; 13 minutes
for each partition)

Antenna arm is extended

Bridge is shifted
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The vehicle with the antenna under test (AUT) is placed on a rotating turntable; the
transmitting antenna is placed at a certain level above the ground and at a fixed
distance away from the AUT. The turntable is rotated over 360° and the response
between the antennas is measured as a function of angle. The distance between the
transmitting antenna and AUT is assumed to be large enough to satisfy the far-field
condition.

Fig. 28.  Test setup for antenna pattern measurements

Fig. 29.  Car body exposed to plane waves incident from different angles 

Axis of rotation 
Distance 50 - 80m 

Rotating plate 

 
Transmitting 
antenna



1.  MODELLING OF AM AND FM/TV GLASS ANTENNAS IN AUTOMOBILES

51

In the current example, the reception of a glass antenna placed in the rear window of
an Audi A5 model is examined. The aim of testing is to analyse the influence of
different antenna amplifiers on the level of the received signal. First, a passive antenna
is analysed, and then five different amplifiers are connected to the antenna,
sequentially, in order to compare the received voltages. The simulations are performed
at selected frequencies in the FM and DAB/TV (band III) ranges. In order to obtain
vertical and horizontal components of the far-field antenna patterns, the excitation of
the transmitting antenna is replaced by vertically and horizontally polarised plane
waves of equivalent magnitude. The elevation angle of the incident plane wave
corresponds to the location of the transmitting antenna (Fig. 28. ) and equals    85°.
Instead of rotating the car, in the simulation model it is possible to vary the azimuth
angle  from 0° to 360° in order to obtain the received signal as a function of the
azimuth angle. In the example given here, the angle varies from 0° to 350° with a step
of 10° (Fig. 29. ). The complete number of excitations is 72 incident plane waves. A
multi-excitation technique is used to perform these simulations effectively; a multi-
partitioned technique is also used. Amplifiers are included in a simulation model as 2-
port networks with measured S-parameters, see Fig. 30. (a) to (e), and applied to a
pigtail wire connected to antenna structure.
In multi-partitioned calculations, a car body and a complete glass antenna (Fig. 31. ),
except for a pigtail wire connected to antenna, are defined as a basis part.  Six pigtail
copies are defined as additional parts (partitions): five for active antenna with different
amplifiers (Fig. 32. ), one with non-radiating 3 cm TL element with 50  resistance for
passive antenna.

(a) (b)
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Fig. 33. shows calculated voltages received by antenna with different amplifiers at a
certain frequency f  174 MHz as a function of azimuth angle of incident plane wave
for vertical and horizontal polarisations. Received voltage for passive antenna is
considered as a reference to see the effect of amplifier. Besides, Fig. 34. and Fig.
35. show the frequency dependence of averaged received voltages (over angle) for
the different frequency ranges and polarisations of incident plane wave.

(c) (d)

(e)
Fig. 30.  Measured S-parameters of RF amplifiers as a function of frequency: (a) AM/

FM1 amplifier, (b) FM2 amplifier, (c) DAB amplifier, (d) TV1 amplifier, (e) TV3 
amplifier
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The presented results clearly show the effect of amplifiers. In FM frequency range AM/
FM1 and FM2 amplifiers give the gain of 5-6 dB for both components, except for
frequencies 100 MHz and 106.6 MHz, where the amplifier gain goes down. DAB, TV1
and TV3 amplifiers give a quite stable amplification of 15-20 dB in a complete DAB/TV
(band III) range. 
Comparison of CPU times for the direct and multi-partitioned approach, both using
multi-excitation regime (Table 4. ), shows the 3.5 gain in calculation time for six
partitions, thus demonstrating the efficiency of a multi-partitioned scheme for vehicle
antenna problems.

Fig. 31.  A car model with a complete 
antenna pattern considered as a basis part

Fig. 32.  Pigtail wire copies with different 
amplifiers (partitions)

(a) (b)
Fig. 33.  Voltage received by antenna with different amplifiers as a function of 

azimuth angle of plane wave at a frequency 174 MHz: (a) vertical polarisation, (b) 
horizontal polarisation
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Table 4.  Summary of computational times

Solution type CPU time for a one frequency point

Direct solution with multi-excitation
 (6 tasks; 72 excitation sources)

9.84 hours
(1.64 hours per task)

Matrix-partitioning with multi-excitation
(6 partitions; 72 excitation sources)

2.85 hours
(2 hours for basis + 0.85 hours for 6
partitions; 8.5 minutes for each
partition)

(a) (b)
Fig. 34.  Averaged received voltage in FM frequency range: (a) vertical component, (b) 

horizontal component

(a) (b)
Fig. 35.  Averaged received voltage in DAB/TV (band III) frequency range: (a) vertical 

component, (b) horizontal component
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1.5.7 Conclusion
Modern automotive antenna simulations represent a sophisticated and time-
consuming process that requires the development of new computational methods and
techniques. In this chapter, a number of recent developments in this area have been
described, based on the enhancements of the traditional MoM scheme. Special
attention has been devoted to adaptive and hybrid methods, special Green’s functions
for conformal glass antennas and optimisation techniques. Validation and application
examples have been considered along with experimental data. The benefits of the
described new computational methods and techniques have been illustrated. It is
shown that the combined use of traditional and special methods and techniques, as
described in this chapter, facilitates obtaining accurate and optimal solutions to
complicated automotive antenna problems.
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CHAPTER 2

CABLE HARNESS MODELLING

2.1 Cable Harness Description
The design of the cable harnesses that are used to connect electrical modules within an
electromechanical device is a complex problem, being also time consuming and costly.
The end connectors are dependent on the type of socket provided by the individual
modules, which, in turn, determines the types of wires to be used. These individual
wires vary in size and, when taken together, they determine the stiffness and mass
distribution of the entire cable harness. As a consequence, the stiffness, bend radii and
mass of the cable harness collectively dictate the position and number of fasteners
required.
A commercial wide-body aeroplane has more than 150 km of wires. Fibre optics will
most likely replace many of the wires in aeroplanes in the future. The designers of the
Boeing B-52, for example, expected it to have an operational life of 16 to 18 years;
however, it is now scheduled to stay in active duty for 50 years. The designers of the
Boeing B-52 did not consider the effect of ageing on the copper and insulation
materials in the aircraft's cables. In satellites and other space vehicles, the challenges
are even more daunting. Radiation can be corrosive and generates electromagnetic
interference. Such systems cannot tolerate poor design specifications because every
kilogram of extra weight adds around US $32,000 to the cost of an aircraft launch.

Fig. 36.  Part of the cable harness of an automobile
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A typical vehicle today has more than twenty on-board microcomputers, all of which
need to communicate with each other and with sensors and actuators in all types of
weather conditions and, in certain cases, at extreme temperatures. In a commercial
vehicle, the weight and cost of a cable harness is second only to the weight and cost of
the engine. Since ten years ago vehicle development time has reduced from 36 months
to 18 months today. Indeed, Formula 1 racing cars go from design start to first
competitive start in about six months.
Because cables are electromechanical devices, the software that is used to support
their development must address both the electronic and the mechanical aspects of the
design process. System architects seek a tool that allows them to design an entire
system and evaluate choices. Electronic and mechanical engineers use somewhat
different terminology (jargon) and they have different physical principles to consider.
Thus, automotive engineers need tools in their respective disciplines that can
communicate relevant data and information to the tools in the other disciplines
involved in the vehicle design, while at the same time keeping track of the progress and
status of the entire design as a complete unit. Even more importantly, the development
flow is separated from the manufacturing and procurement flow; a situation that often
leads to errors and delays. The challenges are many: designers select wire gauges and
create wire interconnects by hand, and the process is difficult to replicate. Many
departments within a company share design data. Without an integrated computerised
design flow, designers must enter the same data many times and store them in
different databases. Modifying the design data is, therefore, an error-prone and a time-
consuming task. 
The 10303-series of ISO standards, known under the acronym STEP (Standard for the
Exchange of Product Model Data), defines data schemas and file formats that help to
facilitate the exchange of product data between various types of data management
systems. Unlike earlier ISO standards such as GES, SET and VDAFS not only is STEP
focussed on geometric aspects but also it covers product identification, product
structure, change management, external (black-box) documents and so on. The data
schemas that are relevant for actual data exchange processes are defined in the so-
called application protocols. An application protocol (AP) is designed to suit the
requirements of a certain application domain and it is an individual part of the 10303-
series, e.g. ISO 10303-212: Electrotechnical Design and Installation (AP212). A file that
contains data according to AP212 and is structured according to ISO-10303-21 is
known as an ‘AP212 physical file’. One of the forms of the AP212 format, used widely
in the German automotive industry, is the KBL format, which describes information
related to cable harness. 
The following paragraphs describe methods of EM simulation of cable harnesses.
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2.2 Simulation of Non-uniform Transmission Lines
2.2.1 Introduction 
Problems of proper cable harness design are increasingly significant in the context of
modern technological progress. In sensitive electronic systems such as radio
communication, GPS, TPMS etc., noise from cable harnesses or interactions between
cables may influence overall system performance. Laboratory EMC tests are difficult
and time consuming in some cases. Use of simulation as a supplementary tool to
physical measurements for the investigation of complex EMC problems promises to
increase the overall speed of system design. Such simulations are based on different
numerical methods. Generally, cables are represented by multi-conductor
transmission-line models and can be simulated by means of lumped (LCTL) circuits
[73]. Such an approach based on LCTL belongs to approaches using approximate
methodologies. Full-wave 3D solutions (MoM, FEM, FDTD) are more accurate than
methods that use approximate methodologies but, at the same time, more demanding
in terms of computational resources and time. It has been demonstrated that for cable
harness simulations, multi-conductor line representation gives reasonable results in
most practical cases. Simulations based on multi-transmission line (MTL) account for
non-uniform charge distribution in cross sections of cables. In full-wave solutions,
consideration of cable proximity drastically increases the demand for computational
resources. It can, therefore, be concluded that the approximate LCTL method gives
both rapid and acceptably accurate solutions for industrial cable harness EMC
problems.
The following sub-sections will focus on cable-to-cable and on antenna-bundle
interactions [74]. Three kinds of problems will be considered: crosstalk (xtalk) –
interaction between cables; susceptibility – when a passive cable harness is irradiated
by an antenna; and radiation – when a cable radiates into a passive antenna.
Corresponding hybrid approaches are called susceptibility and radiation hybrids. Both
approaches are based on a combination of basic methods (MoM, LCTL).

2.2.2 Multi-transmission Line (MTL) Approach for the 
Investigation of Crosstalk in Cables

General Theory

An MTL model of a system of cables, under the assumption of the transverse
electromagnetic (TEM) mode of propagation, can be represented by the distributed
parameter transmission-line equations [73]:
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(26)

where I(z,t) and V(z,t) are the currents in the conductors and the voltages between two
conductors, respectively. The coefficients r, c and l are the per-unit-length resistance,
capacitance and inductance of the two conductors, respectively. If the surrounding
dielectric has non-zero conductivity, there is an additional per-unit-length conductance
parameter, g.
In the general case, a non-uniform multi-conductor line can be modelled as an
assembly of segments, see Fig. 37.  Each segment is approximated by a uniform
transmission line with some pre-defined parameters. The per-unit-length parameter
matrices (inductance L, capacitance C, resistance R and medium conductance G) are
calculated using a combination of the method of auxiliary sources and MoM [75].

The segmentation is performed according to selected physical properties such as
wavelength, non-uniformity of both the line and the surrounding 3D environment,
termination impedances, and, if necessary, branches. After segmentation, the circuit
model is prepared and a SPICE-like circuit simulator is used to perform calculations.
Each line segment has its own characteristic impedance matrix. Fig. 38. shows an
example of a short two-wire segment of length l modelled as a T-circuit [73] - [74].

Fig. 37.  Segmentation of MTL

Fig. 38.  Equivalent lumped-circuit model for two wires
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For conductors with finite conductivity, the DC resistance is given by:

(27)

If the surrounding medium of conductors is lossy, then the conductance is obtained by
[73]:

(28)

where tanij are the tangential losses between two conductors (or between a conductor
and the ground) due to the realistic surrounding medium and   f, where f is
frequency of interest. A special technique is developed to calculate approximate
tangential losses, based on finding an effective area between conductors and averaging
out losses of all dielectric regions within this area.
The skin effect should be taken into account at high frequencies, and it can be
modelled as an impedance that is calculated by the following formulas [76]:

(29)

(30)

The model considered above allows simulation of shielded cables and successfully
represents inductive and capacitive interactions between the shield and core. However,
the external electric and magnetic fields can penetrate through imperfections in the
cable shield and give rise to spurious currents and voltages on the internal conductors.
The coupling between the external EM field and the inner conductors occurs due to
three physical phenomena: (i) diffusion of the E and H fields through the sheath
material, (ii) penetration of the E and H fields through the small apertures of the
braided shields and (iii) more complicated induction phenomena due to the overlap of
the individual strands (or carriers) of the shield. The last two phenomena occur only
for braided shields. The behaviour of the induced response in the inner conductors of a
shielded cable can be described in terms of the transfer impedance Zt and the transfer
admittance Yt of the shield. 

A scheme for a shielded cable segment is represented in Fig. 39. below.
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In Fig. 39., Is is the current on the shield, Ic is the current on the inner conductor, Zt is
the transfer impedance, and Yt is the transfer admittance.

In the case of a braided shield, the transfer impedance and admittance are calculated
according to the well-known formulas [77] - [78]:

(31)

(32)

(33)

where Zd represents the field penetration through the shield material and is calculated
by Schelkunoff’s formula [77] - [78], La corresponds to the penetration through the
holes in the shield, and Lp is caused by the magnetic flux linkage between the inner and
outer braid layers. In these formulas, ,  are the dielectric
constants of the regions inside and outside the cable, respectively, Cs is the capacitance
of the coaxial region, C is the external capacitance of the line to the ground, K is the
optical coverage of the shield, e is the eccentricity of the elliptical aperture equivalent

to the rectangular shield holes, and  is the major axis length of the equivalent
elliptical aperture. In the case of a solid shield, only penetration through the shield
material occurs, and La and Lp vanish. The transfer admittance Yt is sufficiently small
that it does not affect the calculation and, thus, it can be considered equal to zero.

Fig. 39.  Equivalent circuit for coaxial cable
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2.3 Crosstalk Application Examples
Crosstalk between Cables

Here the crosstalk between two cables is investigated and simulation results are
compared with measurements. A twisted-pair cable N.901.916 (Fig. 40. ) and a single
wire without insulation are located above a 2 m x 1 m metallic plate (Fig. 41. ). A
scheme for the solution of the problem is described below. First, the total electric field
radiated by a single wire is calculated by using a full-wave MoM solver [1]. Next, the
obtained fields are converted into coupled voltage sources, which are used in the
transmission-line model of the victim cable (TWP N.901.916). Finally, the voltages and
currents at cable terminations are calculated by using the SPICE circuit solver. The
simulation model is shown in Fig. 42. 

Fig. 40.  Twisted-pair cable Fig. 41.  3-twisted wire cable
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Measurement and calculations are performed for the transmission coefficient of a two-
port system; Port 1 is a single-wire port, while Port 2 is a TWP cable port. A
comparison of measured and simulated transmission coefficients is presented in Fig.
44. 
This hybrid approach was applied successfully for the inverse problem (where the
cable harness radiates into the wire or antenna) and for more complex combinations
of TWP and 3-twisted cables with different rod and glass antennas, including a rear-
window car antenna [74].

Fig. 42.  Single wire and TWP cable. Measurement setup

Fig. 43.  Simulation model of a single wire and a 
TWP cable

Fig. 44.  Magnitude of the 
transmission coefficient vs. 

frequency
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2.4 Radiation and Susceptibility Hybrid Approaches
2.4.1 Introduction
Radiation and susceptibility hybrid approaches will now be considered. A radiation
hybrid approach is realised as follows. A cable harness is analysed as MTL by means of
the LCTL approach. This results in the calculation of currents along each cable. These
currents are then converted into external sources for MoM calculations. In
susceptibility problems, fields in the absence of cables are calculated using the MoM
approach. Then, field values at cable positions are transformed to external sources for
MTL equations, and the LCTL approach is used to solve these equations. Such
hybridisation of methods exploits the advantages of each separate method: MoM is
strong for modelling 3D structures and weak for modelling tightly placed cables. LCTL
is a convenient tool for cable modelling but it is unable to estimate fields in a 3D
environment. However, such hybridisation accounts only for primary field coupling
and is unable to consider multiple interactions between cables and the 3D
surroundings.

2.4.2 Experimental Validation
Combinations of twisted cables with rod and different glass antennas, including an
automotive rear-window antenna, are now considered. The measurement setup is
shown in Fig. 45.  A two-port system is considered in all measurements. Port 1 is the
antenna port, while Port 2 is the cable port. The cables shown in Fig. 40.  and Fig. 41. 
are used for measurements and simulations.

Fig. 45.  Monopole and TWP cable. Measurement setup
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Consider the problem of the interaction between a TWP N.901.916 cable and a
monopole antenna located above a metallic plate, as shown in Fig. 45. , where the
monopole antenna is an uncoated metallic rod with diameter 1 mm. The
corresponding simulation model is shown in Fig. 46. 

Numerical results for the transmission coefficient are presented in Fig. 47.  and Fig.
48. 

From Fig. 47. and Fig. 48., it can be seen that the simulation results are in very good
agreement with the measurements. Furthermore, the transmission coefficient is the
same in both cases, in agreement with theory. Additional noise is present on the
measurement curve when the antenna works in receive mode (Fig. 48. ); this is
because the measurements were performed in an unshielded room and an antenna is
more sensitive to surrounding noise sources than is a cable.

Fig. 46.  Monopole and TWP cable. Simulation model

Fig. 47.  Active monopole Fig. 48.  Active TWP cable 
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Measurements and simulations were also performed for a planar glass antenna in
combination with TWP N.901.916 and 3-twisted N.901.951 cables. A general view of
the measurement setup is shown in Fig. 49.  and a schematic representation of the
cable terminations is shown in Fig. 50. 

Fig. 49.  Glass antenna and TWP cable. Measurement setup
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The transmission coefficients are presented in Fig. 51. and Fig. 52. 

Once again, it can be seen that the simulations give results that are in good agreement
with the measured data.

Fig. 50.  Glass antenna and TWP cable. Setup schematic

Fig. 51.  Transmission (TWP 901.916) Fig. 52.  Transmission (3-twisted 901.951)
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Consider now the more complex structure of Fig. 53. , which shows the setup for a
vehicle rear-window antenna located above a metallic plate; the antenna interacts with
a 3-twisted cable. Two models of signal propagation through an active cable are
considered: common and differential modes. The window is placed at some angle
(about 60°) above the metallic plate. In addition to the general measurement setup,
Fig. 53.  gives a schematic representation of the cable terminations. 

Fig. 53.  Cable and car rear-window antenna. Measurement setup and schematic of 
cable terminations
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Numerical results for the transmission coefficients are shown in Fig. 54.  and Fig. 55. 

From Fig. 54. and Fig 55. it can be seen that the hybrid approaches described above
can be applied not only to simple antenna-harness configurations but also to complex
problems that often occur in real car systems.

2.4.3 Discussion
An LCTL approach and LCTL variations for cable harness-related EMC problems are
developed and realised in software. It is demonstrated that the simulations performed
using this approach give acceptable results. Using skin-effect impedances and
tangential loss coefficients in the circuit analysis gives the possibility for the
consideration of realistic cables with dielectric losses, which makes the simulation
results more accurate and brings them into better agreement with physical
measurements. Implementation of the transfer impedance and admittance in the
shielded-cable scheme allows simulation of shield imperfections. A special model is
implemented for rapid calculation of lossless and quasi-uniform transmission lines. A
fast Branin’s method [74] has improved calculation times in comparison to the basic
LCTL approach.
Radiation and susceptibility methods are very useful for simulation of the problems
highlighted in this section, because a multi-transmission line model successfully
describes interactions inside cable bundles, and for antenna (especially glass antenna)
structures, it is convenient to use  MoM hybridised with a special Green’s function. It is
demonstrated that simulations performed by hybridising transmission-line theory
with MoM can give reasonably accurate results in cable-antenna interaction problems. 

Fig. 54.  Transmission coefficient 
(common mode)

Fig. 55.  Transmission coefficient 
(differential mode)
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2.5 Modelling of Power Cables
2.5.1 Introduction
The utility industry in Germany and elsewhere is under increasing pressure to use new
underground transmission facilities in urban areas. Although undergrounding is
acceptable for many reasons, faults and failures of undergrounding can be extremely
severe in financial terms, due to both revenue loss and repair costs. Consequently,
there is an increasing need for more reliable tests during installation, commissioning
and operation. Such tests are required to ensure the reliability of the entire cable
system, especially that of joints and terminations.
Traditionally, cable users prefer high-voltage (HV) endurance tests, such as DC or AC
hipot tests, or other dielectric tests, such as dissipation factor (power factor) and
insulation resistance measurement. Such testing methods are efficient for oil-insulated
cables, but they have limited effectiveness for polymer-insulated cables, where the
tests may be destructive or, under certain conditions, will pre-damage the cable.
One common non-destructive method providing information on the presence of latent
defects, known to cause premature in-service failure of HV cables, is the measurement
of partial discharges. Low-energy sparks in HV cables are usually an early indicator of
a forthcoming serious failure. The most critical locations are at cable accessories, e.g.,
cable joints. In order to fully realise the benefits of partial discharge (PD) testing, the
measurement system must be sufficiently sensitive. Traditionally, this measurement
has been done at one cable end, but only very limited sensitivities can be achieved due
to the strong attenuation of PD pulses along the polymer cables. Noise voltage sources
and pulses that couple into the measurement setup will further reduce the achievable
sensitivity for the traditional method. Alternative methods detect the transient fields
close to the PD location using field sensors that are usually placed directly on the cable
close to, or in, cable accessories. 
In order to design and improve the needed field sensors, it is necessary to understand
the pulse properties, the propagation characteristics within the cable and its joints, and
the coupling mechanisms of PD fields into sensors. 
Cross-linked polyethylene (XLPE) is used widely as an insulation material in HV cables.
HV cables are inhomogeneous, lossy for higher frequencies and dispersive. High-
frequency characteristics such as permittivity and conductivity are not well known for
this material. It is also difficult to predict the sensitivity of the PD sensor as a function
of longitudinal and radial PD locations for different sensor types. 
Most recent studies have been limited by their experimental approach due to the fact
that in order to measure PD on HV cable joints, long and expensive cables with joints
must be destructed. Furthermore, only a few of the possible PD locations are accessible
without destroying the joint. These practical barriers to physical measurement make
simulation the method of choice for analysis. 
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Application of advanced numerical approaches and the development of new
computational algorithms will provide an in-depth understanding of the
electrodynamical processes in XLPE cables and joints, and will support the design of
optimal PD sensors.
One common method to detect PD is the measurement of the radiated fields of the PD
with sensitive field sensors [79] - [83]. External noise coupled with the cable may,
however, be stronger than the fields generated by PD; this limits measurement
sensitivity, often to an unsatisfactory level.
In order to design and improve the field sensors, which are usually placed directly on
the outer semi-conducting (semicon) layer of the cable or accessory, knowledge of the
pulse properties, the propagation characteristics of the cable and the external noise
interference is necessary. XLPE cables and accessories are, for higher frequencies,
inhomogeneous, lossy and dispersive. The behaviour of the PD itself is difficult to
predict. It is also difficult to predict the sensitivity of the PD sensor as a function of
longitudinal and radial PD locations for different sensor types. Taken together, these
problems account for the dominance of experimental rather than simulation studies in
this field, to date. It is, therefore, desirable to develop additional numerical tools in
order to improve the measurement methods and the sensitivity of PD sensors.
This section presents a simple and efficient finite-difference time-domain (FDTD)
model for the simulation of a radially symmetric PD sensor [83] - [85]. The
dependence of the sensor sensitivity on the length of the sensor and on the thickness
of the substrate is investigated experimentally and theoretically.

2.5.2 Numerical Model of the Sensor and Cable
An HV cable consists of an inner conductor, insulation, inner and outer semicon layers
and an outer shield. The sensor is placed on the outer semicon layer and consists of an
insulation layer, an electrode and a dielectric substrate above the electrode. The sensor
is completely covered by the outer shield of the HV cable. The shield normally consists
of copper wires and a water-impermeable aluminium or copper foil, or of a completely
closed outer metallic aluminium sheath, both of which shield against external noise
very well.

Fig. 56.  Schematic representation of an HV cable and PD sensor
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Considering the problems of constructing a 3D full-wave time-domain model of the HV
cable and PD sensor, a radially symmetric model was developed initially. Using this
symmetry, the analysis can be reduced to a 2D model.
According to the measurement data, semicon materials (carbon black-filled polymers)
have large frequency-dependent dielectric constants (r from several 1000 s down to
several 10 s in the frequency range up to 1 GHz) and conductivity in the range 0.1 - 10
S/m. This data shows good agreement with literature data [86] - [88]. However,
consideration of frequency-dependent data and high dielectric constants and
conductivity require considerable computational efforts. Therefore, it was decided that
effective values for the conductivity and the dielectric constant of the semicon layers
for simulation should be derived. 
The effective data are derived from a comparison between measurements of pulse
propagation on HV cables and simulations. The effective permittivity was chosen to be
r = 2.3 in the simulations in order to obtain similar propagation characteristics of the
insulation and semicon layers. A good agreement with experimental data for 1 ns and 3
ns pulse widths, which simulate internal PD pulses, was found for a constant effective
permittivity of r = 2.3 and a constant effective conductivity of    S/m. Any
dispersive characteristics of the semicon layers were neglected. 
Furthermore, only the TEM mode of PD is taken into account; this is valid if the PD
source is located at a sufficiently large distance from the sensor, so that higher modes
are attenuated.
Computer simulation is performed using the FDTD method. The FDTD grid that was
used to model the cable and the sensor is shown in Fig. 57.  This grid uses a 2D
cylindrical coordinate system, exploiting the rotational symmetry of the coaxial cable
and the sensor about the z-axis. In this coordinate system, the TE mode is composed
of E , Hr and Hz components, while the TM mode has Er, Ez and Hcomponents. Since
the coaxial line is excited with a TEM mode consisting of only Er and H, only the TM
cylindrical mode is modelled. 
The discrete analogue of the Maxwell equations used for this calculation are functions
of space points and time [89]. We denote a point in space in a cylindrical coordinate
system in a uniform, rectangular lattice as:

 (34)

Since we consider just rotationally symmetric fields, all physical quantities are related
to the plane . r and z are the lattice space increments in the r and z coordinate
directions, respectively, and i and j are integers. Furthermore, we denote any function
F of space and time as:

(35)

)z j , r i ( ) j , i ( Δ Δ = 
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where t is the time increment and n is integer. Using standard centred finite-
difference (central-difference) expressions for the space and time derivatives, and
solving for the field components that represent later time quantities, we obtain the
following formulas.
Er (represented by rhombuses in Fig. 57. ):

(36)

Ez (represented by asterisks in Fig. 57. ):

(37)

H (represented by crosses in Fig. 57. ):

(38)

In these equations,  is the conductivity of the material [S/m],  is the

permittivity [F/m], where r is the relative permittivity and  is the
dielectric constant [F/m], and  is the permeability of the material [H/m], where

 is the magnetic constant [H/m].
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An impulsive voltage excitation within the coaxial line  is
used at the beginning of the coaxial line in combination with an exact absorbing
boundary condition (ABC) in order to emulate a matched source at that location. The
parameter  is selected so as to change the width of the pulse. The exact ABC is also
employed at the end of the coaxial cable.
Such a model can reflect some basic characteristics of the PD pulse, propagating in the
cable and on the sensor, such as the dependence of sensitivity on the length of the
sensor and on the substrate thickness and permittivity.
Fig. 58.  shows the setup that was used to verify the simulation experimentally.
Measurements were made in order to investigate the influence of different
parameters, e.g. length of the sensor and thickness and material characteristics of the
sensor dielectric (substrate). 

Fig. 57.  FDTD grid for HD cable and PD sensor
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The PD event is simulated by a short Gaussian pulse injected directly into the HV cable.
The pulse width is adjustable in the range of a few nanoseconds. The signals are
detected using an oscilloscope or spectrum analyser.
Based on the discrete analogue of Maxwell equations, a computational code was
developed that allows calculation of the propagation of an impulsive signal in the XLPE
cable as well as the interaction of this signal with the sensor. An FDTD mesh in which
r = z = b/2; t = r /c, where b is the thickness of the semicon layer was used.
The PD signal was simulated using a Gaussian pulse of duration 1-3 ns. 
A physical quantity used to compare simulation with measurement data is the current.
The current flowing along the cable or on the electrode of the sensor can be easily
measured using an oscilloscope. 
The simulation provides the field values at each node of the FDTD grid. Currents can be
derived from the H-field. The input current is calculated using the H-field at the
beginning of the cable. It is given by the formula: , where r is
the distance of a point between the inner and outer conductors where the field
component His calculated. 

The simulated output current of the sensor is determined by the current on the
electrode, which is calculated from the difference between the fields above ( ) and

below( ) the sensor electrode. 

(39)

Fig. 58.  Measurement setup for experimental optimisation of the sensor
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The output current of the sensor is an important parameter for comparison and
optimisation. It is used to estimate the sensitivity of the sensor, which is given by the
ratio of the output current to the input current of the sensor.
Even a rather coarse grid, like that used in these calculations, gives reasonable results,
as shown in Fig. 59.  This figure corresponds to a 30 cm-long sensor with a 2 mm-
thick substrate, which is excited by a 1 ns pulse. The maximum output signal
corresponds to the measurement data with 7% accuracy. The calculated output signal
has smaller width, because for the calculation of the dispersive characteristics of the
semicon layers, only average values of material constants were used. Besides, in the
theoretical model, no special treatment was applied for the edges of the sensor and the
outer shield in the vicinity of the sensor.

Fig. 60.  shows the dependence of sensitivity on the length of the sensor for 2 mm-
thick dielectric and 3 ns pulse width. Measurements were taken for 10, 20 and 30 cm
sensor lengths (asterisks).

Fig. 59.  Output signal of the sensor, simulation and measurement
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The sensitivity increases linearly with the length of the sensor. A longer sensor has a
higher inductance, which leads to a higher coupling inductance between the sensor
electrode and the inner conductor of the cable, and an increased output signal.

Fig. 61.  shows the influence of the substrate above the sensor on the sensitivity. The
sensitivity increases almost linearly with the thickness of the dielectric substrate. A
thicker dielectric substrate leads to a bigger gap between the sensor electrode and the
outer shield, thus more energy is coupled in the sensor. The coupling mechanism can
be seen in Fig. 62. , which shows the H-field (contour plot) in the sensor area for
different time steps.

Fig. 60.  Sensitivity vs. length of sensor for 3 ns pulse width

Fig. 61.  Sensitivity vs. thickness of the dielectric substrate
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The pulse signal is applied at the lower end of the cable. After approximately 1.5 ns,
the signal reaches the sensor area and the magnetic field couples into the sensor and
propagates in the sensor substrate independently from the main signal. 
In the frame corresponding to t = 2.625 ns, the wave that is reflected from the sensor
area starts propagating downwards. After approximately 3.5 ns, the main signal leaves
the sensor area and the sensor acts as an attenuated resonator. Such time-dependent
field representation gives more insight into the physics of coupling mechanisms.

2.5.3 Conclusions
An FDTD model and an efficient code for the simulation of a radially symmetric PD
sensor have been developed. The FDTD code can be used as an additional tool for the
development and optimisation of radially symmetric PD sensors as well as for the
study of field coupling mechanisms. The dependence of sensitivity on the geometrical
characteristics of the sensor has been investigated experimentally and theoretically.
The good agreement of simulation and measured data shows that even a relatively
simple model can be used to represent important characteristics of the sensor.

Fig. 62.  Contour plot of H-field for different time steps
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2.6 HV Cables for Electric Vehicle Applications
Modelling of cables for HV applications in automobiles is very important since it offers
significant benefits in the early stages of system design. It is expected that optimal
parameters for the shield structure and the connections of shielded cables to
termination devices and vehicle chassis will provide low radiation levels and will be
cost effective. This is an area of active development, and the characterisation of
shielded cables and installation concepts in automotive HV systems is not yet
standardised. 
A technique for fast and accurate model generation of HV shielded cables was
developed applied these models in order to simulate an electrical power-train system.
In this sub-section the validation of the developed methodology by comparison with
measurements is presented.

2.6.1 Modelling of a Shielded Power Cable with Single Core: 
Coroplast 35 mm2

Investigation of the Influence of Shield Parameters

For the investigation of the HV Coroplast FLR2GCB2G 35 mm2 shielded cable and the
measurement of its shielding performance, the setup shown in Fig. 63.  was used.
Analysis of the coupling from the HV cable to a single wire is performed in the
frequency range 10 kHz to 200 MHz. Corresponding computational models for
crosstalk simulation were prepared in EMC Studio;, see Fig. 65.  and Fig. 66. 

Fig. 63.  Measurement setup: single cable and Coroplast 35 mm2 cable with adapters

Fig. 64.  Measurement sample of Coroplast 35 mm2 cable with adapters

P1
P2

P3

P4



2.  CABLE HARNESS MODELLING

81

Fig. 65.  Computational model for crosstalk analysis using an LCTL scheme of the 
transmission line

Fig. 66.  System diagram for crosstalk calculations

Fig. 67.  Layered shield: braided shield with aluminium foil wrapped around it 

Fig. 68.  Braided shield without foil

Cross Section
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The HV Coroplast FLR2GCB2G 35 mm2 cable has an inner conductor with 35 mm2

cross section area and is equipped with a double-layered shield in order to improve
shielding effectiveness in the high-frequency range. An aluminium foil on polyethylene
(PET) base is wrapped around the main braided copper shield. In order to
demonstrate the effect of the foil shield, we considered two Coroplast 35 mm2 cable
samples: one with a double-layered shield and another one with a braid only, as shown
in Fig. 67.  and Fig. 68. , respectively. Cable parameters used in the simulation model
are listed in Table 5. 

Table 5.  Parameters of HV cable Coroplast 35 mm2

Inner Conductor

Number of conductors 1

Radius 4.08 mm

Core material Copper with 57.6 MS/m

Cable Insulation

Material: silicon with relative permittivity 3

Loss factor 0.015

Thickness of inner insulation 1.32 mm

Thickness of outer covering 0.75 mm

Layered Shield

Braided

Inner diameter of shield 10.8 mm

Thickness of shield 0.3 mm

Filament diameter 0.15 mm

Filaments in carrier 9

Carriers in braid 24

Weave angle 45°

Material Copper with 57.6 MS/m

Method of transfer impedance calculation "Kley"

ALU-PET Foil

Material (aluminium) 20.3 MS/m

Thickness of shield 0.01 mm
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Fig. 71. shows the transfer impedance of braided and layered shields, calculated using
the Kley model [78].

Comparison of measurement and simulation results for the transmission coefficients
between the HV cable and a single wire is shown in Fig. 72. 

Fig. 69.  Cross section of HV cable 
Coroplast 35 mm2

Fig. 70.  Cable termination with adapter and 
N-type connector

Fig. 71.  Transfer impedance of braided and layered shields

Fig. 72.  Transmission coefficient vs. frequency 
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The results show that in the low frequency range (up to 1 MHz), the coupling to a
single wire is constant, is the same for both shields and it depends only on the DC
shield resistance. The DC shield resistance depends on the shield material and
thickness. Since the braided shield has a much bigger thickness than aluminium foil,
this resistance is defined by the braided layer. At higher frequencies the field
penetrates through holes in the braid and the coupling to the victim wire increases
with frequency (Fig. 72.  dashed lines). In this range we can clearly see the influence of
the foil shield (Fig. 72.  solid lines), which helps to reduce the coupling by 10 dB in the
frequency range above 20 MHz.

Investigation of Contact Resistance

Another important factor that affects the shielding performance of the system is the
contact resistance between the cable shield and the coaxial connector. This resistance
should be as low as possible in order to ensure good electrical contact in the critical
radiofrequency (RF) return path from the cable shield to the metallic enclosure.
However, ageing of the connector and cable shield leads to increased contact resistance
(from 0.01 mΩ up to 100 mΩ, or even higher) and to degradation of the shielding
performance. To investigate the influence of contact resistance by measurements, two
samples of Coroplast 35mm2 cable of the same length and special adapters to N-type
connector were prepared (Fig. 73. ). In one sample the cable shield was soldered to an
adapter box (for both terminations of the cable), providing good 360° contact
resistance. In the second sample, for both cable terminations, a 360° slot was cut in the
shield and was connected to the adapter box using 16 SMD 1 Ω resistors. These 16
resistors were connected in parallel, giving a total resistance of 62 mΩ. The general
measurement setup shown in Fig. 63.  was used to measure the coupling to a single
cable.

Fig. 73.  HV cable samples with perfect and 
resistive connections between the cable 

shield and the adapter box

Fig. 74.  Model for MoM calculations with 
solid shield and 16 SMD resistors 

16 resistors
with R=1Ω

16 resistors
with R=1Ω
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In order to perform simulations of a cable with imperfect (resistive) connection to the
shield, a 3D model constructed for full-wave analysis using MoM was considered, as
shown in Fig. 75. To model the inner connector of the cable, wire segments of
corresponding radius having dielectric coating of corresponding thickness were used.
To model the shield, a solid surface represented by triangles was used, and frequency-
dependent conductivity, corresponding to the conductivity of a real double-layered
shield, was applied to these triangles. SMD resistors (at each termination of the cable)
were modelled with 16 triangulated patches with the appropriate surface conductivity
in order to obtain 1 Ω resistance for each patch.
The results of modelling and simulations are presented in Fig. 76. 

Fig. 75.  Model for 3D simulations using MoM

Fig. 76.  Influence of contact resistance
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Based on the correspondence between measured and simulated values, it was possible
to determine the capabilities and accuracy of the simulation models. Comparing
signals coupled from a shielded cable with perfect connection and a cable with
resistors, we can see that the shielding performance is reduced by 30 dB in the low-
frequency range.

2.6.2 Modelling of Shielded Power Cable with Single Core: 
Coroplast 25 mm2

For the investigation of the Coroplast FLR2GCB2G 25 mm2 shielded cable (inner
conductor with 25 mm2 cross-section area), the same measurement setup and
simulation model (with the corresponding parameters of shielded cables) as those
shown in Fig. 63.  - Fig. 66.  are used.

Table 6.  Parameters of the HV cable Coroplast 25 mm2 

Inner Conductor

Number of conductors 1

Radius 3.3 mm

Core material Copper with 57.6 MS/m

Cable Insulation

Material: silicon with relative permittivity 3

Loss factor 0.015

Thickness of inner insulation 1.1 mm

Thickness of outer covering 0.75 mm

Layered Shield

Braided

Inner diameter of shield 8.8 mm

Thickness of shield 0.294 mm

Filaments diameter 0.147 mm

Filaments in carrier 9

Carriers in braid 24

Weave angle 17°

Material Copper with 57.6 MS/m

Method of transfer impedance calculation "Kley"
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The transfer impedance of the cable calculated using the Kley model [78] is shown in
Fig. 79. 

In order to validate and evaluate the accuracy of the model, a comparison between the
measured and simulated impedances of Coroplast 25 mm2 cable sample with 50 Ω
termination load is shown in Fig. 80. 

ALU-PET Foil

Material (Aluminium) 20.3 MS/m

Thickness of shield 0.01 mm

Fig. 77.  Cross section of HV cable 
Coroplast 25 mm2

Fig. 78.  Cable termination with adapter and 
N-type connector

Fig. 79.  Transfer impedance of layered shield of the Coroplast 25 mm2 cable
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Comparison of measurement and simulation results for the transmission coefficient
between an HV cable and a single wire is shown in Fig. 81. 

Fig. 80.  Input impedance at Port1 of Coroplast 25 mm2

Fig. 81.  Transmission coefficient between shielded cable and single wire vs. frequency
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Comparing the coupling to victim wire from Coroplast 35 mm2 and Coroplast 25 mm2

cables, both with double shields (copper braid + aluminium foil on PET base), we can
see that, in the low-frequency range, coupling is constant and is the same for both
cables.

2.6.3 Conclusions
The results presented here demonstrate the simplicity of model generation and the
high accuracy of the approach. The developed models were used in a number of
industrial applications.
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CHAPTER 3

SIMULATION OF LOW-FREQUENCY MAGNETIC 
FIELDS IN AUTOMOTIVE EMC PROBLEMS

3.1 Introduction
This chapter presents a study of automotive EMC problems that are dominated by low-
frequency magnetic fields with a frequency ranging from DC to several MHz [90]. The
geometries of typical vehicles are modelled by complex 3D surfaces. These vehicle
bodies are often made of steel, which is highly conductive and has a magnetic
permeability that depends on frequency. The steel that is used is often thin relative to
the overall vehicle size, ranging from fractions of a millimetre to a few millimetres. At
low frequencies the skin depth exceeds the steel thickness, while at higher frequencies
the skin depth is smaller than the steel thickness, making it merely difficult to
generalise simulations based on a single approximation (e.g., an approximation of the
material RF transparency) over a frequency range from DC to several MHz.
In many cases low-frequency automotive EMC problems involve cables and magnetic
antennas, including coil antennas, which are used typically for contactless battery
charging of electric cars and communication coil-type antennas, which are used for
smart entry systems. These antennas usually contain ferrites, which have strongly
frequency-dependent permeability and loss. Thus, in many practical EMC problems,
thin steel sheets must be considered together with wires and ferrite-containing
components. 
The choice of the numerical approach for modelling low-frequency automotive EMC
problems is influenced by issues relating to the complexity of the following procedures:

• Modelling geometries that have thin dimensions compared to the
dimensions of the overall problem.

• Modelling low-frequency fields, from DC to several MHz.
• Modelling materials that have both high conductivity and frequency-

dependent complex magnetic permeability.
• Modelling ferrites with high complex permeability that depends on

frequency.
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• Modelling complex 3D geometries that contain objects that are highly
separated in free space.

• Simultaneous modelling of surfaces, wires and magnetic and/or dielectric
objects.

Considering these factors, the various accepted approaches of computational
electrodynamics have their own individual advantages and disadvantages. For
example, methods based on finite-volume or finite-difference schemes can be
advantageous for simulations that contain multiple materials, as well as for modelling
the properties of electromagnetic materials. However, these methods require the
whole space of the problem to be discretised in the computational domain. When
applied to automotive EMC problems that contain large-scale models that have thin
sheets with many small details, these methods require an inhomogeneous mesh with
many cells. Simulating long, bent wires in these methods can also require significant
computational resources and does not always lead to a stable solution. In contrast,
computational methods based on surface integrals do not require volume
discretisation. Instead, these methods require surface meshes and they allow for more
natural modelling of thin wires. The solution of the surface integral equations can be
obtained in the computational domain using MoM.
Using MoM, the thickness of a material can be accounted for by performing an
analytical model reduction, thus removing the need to discretise the volume inside the
thin steel sheets [91], [92]. This approach has been used successfully with surface
integrals to calculate low-frequency magnetic fields [93] - [102]; these methods have
mainly used approaches that consider eddy currents on the surface of the steel sheet.
Although magnetic fields dominate in these problems, electric charges are also present
when the sources of the magnetic fields are close to edges or gaps in conductive
surfaces, as is common in automotive applications. These charges induce electric fields
that are essentially decoupled from the magnetic fields. In the presence of charges,
obtaining an accurate field solution requires consideration of both the electric and
magnetic fields [91], [92], [103], [104]. The accuracy of these solutions can be
improved by accounting for the deviation of the electric and magnetic fields near
wedges [105]. At low frequencies, decoupling of the electric and magnetic fields causes
the ‘breakdown’ of the solution [106] - [113]. One solution to this low-frequency
instability problem is to split unknown currents into solenoidal and non-solenoidal
parts [107], [110], [111]. The well-known classical basis functions that separate the
solenoidal and non-solenoidal parts are the loop-star basis and loop-tree basis,
respectively. Properly normalised, this approach allows one to construct a solution
from an adequate, balanced system of linear algebraic equations. The literature (of
which a representative sample is cited here) mainly describes cases of applying this
approach to perfectly conducting bodies.
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The simulations considered in the present chapter formulate the MoM based on a new
concept of decomposing single- and double-layer equivalent currents (generating
radiation fields from thin sheets) into solenoidal and non-solenoidal components.
Surface layers of charges and currents are well known in EM theory and they are
closely related to the method of fundamental solutions (MFS) for solving
electromagnetic problems. 
A review of MFS has been published in [114]. Unlike most approaches to solving low-
frequency problems [106] - [113], here the problem is solved in two stages, as
described in [111]. A new MoM formulation is presented and used to analyse a variety
of boundary conditions. To account for the magnetic and conductive properties of
materials with finite thicknesses, Mitzner's boundary conditions are used [91], [92].
For highly conductive materials, Leontovich’s impedance conditions are applied. For
magneto-dielectric bodies, classical boundary conditions are used for the tangential
components of the electric and magnetic fields. For perfect electrical conductors
(surfaces and wires), the boundary conditions for the tangential component of the
electric field are satisfied. The proposed two-stage solution takes less time to calculate
results than traditional solutions while preserving the correct EM phenomena. In
applications dominated by magnetic fields, the solenoidal currents are assumed to be
the main contributors to the magnetic field. The solenoidal currents are obtained in the
first stage of the solution. Determining the electric fields requires solution of a quasi-
electrostatic problem, performed in the second stage of the solution. The simulation
time can differ significantly between the traditional (full-wave) solution and the two-
stage solution. If the full-wave problem is formulated for N triangles, then the two-stage
approach used here requires solving two problems, the first problem with ~N/2
unknowns and the second problem with ~N unknowns. The two-stage solution is
approximately three times faster than the full-wave solution. For problems where
magnetic fields dominate, the proposed solution is approximately eight times faster
than the full-wave solution.
This chapter is organised as follows: 

• Paragraph 3.2 gives the details of the proposed method.
• Paragraph 3.3 validates the proposed method and compares it to field

solutions with numerical simulations, semi-analytical solutions, and
measured data (when available) for thin plates and spherical shells.

• Paragraph 3.4 demonstrates the capabilities of the developed numerical
solution in analysing low-frequency magnetic fields emitted by power cables
in vehicles. The magnetic fields inside a car cabin near a cable are measured
and those measurements are compared to simulated data. The magnetic field
distribution near a cable in cars with bodies made from steel, aluminium and
carbon are then compared.
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• Paragraph 3.5 details investigations of the magnetic fields radiated by ferrite-
coil antennas, as commonly used in automotive smart entry systems.

• Paragraph 3.6 presents a methodology for optimising smart entry systems
and the advantages of using simulations based on the proposed method.

• Paragraph 3.7 shows that the proposed method is able to quantify the fields
radiated by an automotive contactless charging system.
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3.2 Theoretical Background
This section considers low-frequency problems involving thin sheets of material along
with wires and solid magneto-dielectric bodies. In order to exclude the interior of a
thin 3D structure from the computational domain, approximate boundary conditions
(BC) are applied, as introduced by Mitzner [91], [92]:

(40a)

(40b)

where  is the normal vector to the surface of the sheet, E and H are the total electric
and magnetic fields, respectively, and the + and − superscripts indicate the upper and
lower sides of the sheet, respectively, i.e., for the sides facing toward the normal  (+)
and away from it (−). 

The material of the sheet is characterised by a wave impedance , where

 and  are the complex permittivity and permeability,
respectively, r is the relative permittivity, is the conductivity, and  and  are
the real and imaginary parts of the relative permeability, respectively. All of these
material parameters may be frequency dependent. The time dependence is assumed
to be exp(it). Note that the electric and magnetic fields, E and H in (1), should be
calculated only outside the thin sheet since doing so inside the sheet is unnecessary. 
The material comprising the sheet can be described by the wave impedance Zc and the

complex attenuation  ikd, where  is the wavenumber
of the material,  is the angular frequency, and d is the thickness of the sheet. By
introducing the skin depth of the material 1/k'', Mitzner’s BCs in (1) are suitable
not only for electrically thin sheets with d 1, but also for thick sheets with d≥ 1.
For highly conductive, thin materials, can be described as , so that the
coefficient e decays exponentially as d increases. Thus, when the skin depth 
becomes much smaller than the sheet thickness, the fields on both sides of the sheet
become independent, reducing Mitzner’s BCs in (1) to Leontovich’s BC [115]:
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For wires, a zero tangential electric field BC on the surface of the wire is used. For
magneto-dielectric objects, continuity of the tangential components of both the electric
and magnetic fields on the object surface is applied. 
The main objective of this chapter is to obtain low-frequency fields that satisfy both
the BCs and Maxwell’s equations. Following [116] and [100], the fields outside the thin
sheet can be represented by single- and double-layer currents inside the sheet. These
current types produce electric and magnetic fields that satisfy the corresponding BCs
and Maxwell’s equations [117], [118]. Additionally, these currents can be assumed
equivalent to the surface currents on both sides of the thin sheet.
For thin sheets that form a closed surface, it is possible to decouple the interiors and
exteriors of the sheets, and to describe the fields by single-layer electric currents. The
electric currents on the + surface J+ radiate only outward, not inward. Likewise, electric
currents on the – surface J- radiate only inward. These behaviours form the null-field
approximation [119], which can also be applied with some accuracy to cases where an
open surface can be considered as a 3D model of an infinite surface without any
significant edge effects. For example, an infinite plate can be modelled as a sufficiently
large finite plate for which the incident sources do not excite edge currents or charges.
Applying the null-field approximation in this case supports the idea of decoupling the
subspaces that connect the upper and lower surfaces of the plate.
As mentioned earlier, in order to prevent low-frequency breakdown in the field
solution, the single- and double-layer electric currents J S,D can be represented as a
combination of solenoidal  and non-solenoidal (irrotational)  components,
following [120]:

, (42)

where ; .
Based on (42), the scattered fields can be decomposed into:

. (43)

These fields, generated by single- and double-layer currents inside the sheet, can be
represented outside the sheet as follows:
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where the single-layer Green’s function G S(r, r') and the double-layer Green’s function
G D(r, r') are defined as follows:

(45)

where R = |r - r'|, r is the position vector of the observation point, r' is the position
vector of the source point located in the middle of the upper and lower surfaces, and

 is the free-space wavenumber. The superscripts S and D denote the
single and double layers, respectively. 

Substituting the total fields E  E inc  E sc and E  H inc  H sc into the relevant BCs, we
obtain a system of integral equations for the unknown currents JM and JE. The basis
and testing functions for the MoM solution can be constructed as described in [106].
Following this MoM scheme, we assume that the sheet surface is divided into N
patches and that the objective is to obtain the solenoidal and irrotational components
of the current  for each patch, where p = S, D (for the single- and double-layer
equivalent currents) or p  ,  (for the currents on the surfaces of the sheet), and v 
M, E.
The corresponding currents are now represented as:

(46)

where  and  are the vector basis functions, tangential to the surface of the
sheet, and NS, NI are numbers of solenoidal and irrotational currents, respectively. The
general requirements for constructing JM and JE are described in [106]. In (46), 
and  are unknown coefficients that must be determined. Rewriting the
corresponding integral equations in a linear MoM system of algebraic equations, we
obtain:

(47)

Each block matrix Zuv in (47) represents the self- or mutual-influence of the solenoidal
and non-solenoidal currents, where the subscript uv may take any of the values MM,
ME, EM or EE. The block matrices can also be written as:

. (48)
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For Mitzner's BC (40), the submatrices in (47) have the following elements:

(49)

where the superscript t  1, 2 is used to distinguish the two equations in (1).

  and  are represented by:

, (50)

, (51)

where  and  are the electric and magnetic fields calculated on the + or
− sides of the i-th patch, produced by the solenoidal (v  M) or non-solenoidal (v  E)
components of the single-layer (p  s) or double-layer (p d) currents, while wu(i) is the
appropriate testing function. The fields are integrated over the surface S of the j-th
patch as follows: 

. (52)

The voltage subvectors on the right-hand side of (8) are calculated as follows:

, (53)

where the superscripts 1 and 2 are used to distinguish between the two equations in
(40), which produce appropriate matrix elements. For example,

 .
The unknown coefficients in (47) form the vectors

. (54)

For closed thin shells, the single-layer electric currents J and J are used, which radiate
toward and away from the normal, respectively. For a closed surface that represents
the outer surface of a voluminous object, two possible cases are considered. For the
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first case, where the voluminous object is highly conductive, Leontovich's BC is .
PLEASE CHECK] applied and only single-layer electric currents radiating outside the
object are assumed. For the second case, where the voluminous object is slightly
conductive or insulating, single-layer electric and magnetic currents are used.
When the free-space wavenumber is sufficiently small, according to [111] the
following two problems must be solved:
Problem 1.

 (55)

The superscripts 1 and 2 are used to distinguish the two equations in (40). The
solenoidal currents are solved in the system of equations in (55). These currents are
substituted as known currents into Problem 2.
Problem 2.

(56)

Equation (55) is sufficient when only considering the magnetic fields, in which case
the number of unknowns is much smaller than the number of unknowns in the full
solution for (47). When also considering the electric fields, (56) should also be solved.
Note that solving (55) and (56) separately is more efficient than solving (47) directly.
In the current implementation of (55) and (56), the basis functions for JM are used, as
described in [120]. For JE the tree basis functions are used, as described in [109] -
[113], [121]. The testing functions are chosen to be the same as the basis functions.
The proposed method was tested in the commercial solver LFMF, which is part of the
EMC Studio software package [1].

3.3 Method Validation 
3.3.1 Investigation of Shielding Effectiveness with an Infinite 

Plane
The accuracy and applicability of the developed approach was validated in several
configurations. In this subsection, the shielding effectiveness of an infinite plane is
calculated. 
Consider the configuration defined by Moser in [122], which defines analytical integral
expressions for the low-frequency EM field of a circular loop. The loop is located beside
an infinite thin-plane metal sheet (see Fig. 82. ). According to [122], the shielding
effectiveness of the metal sheet is defined as a voltage drop (in decibels) induced by
placing the shield between the two loops:
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(57)

where V2' is the voltage measured in Loop 2 upon removing the shield and V2 is the
voltage measured in Loop 2 in the presence of the shield (see details in [122] - [124]).

Consider a case where the sheet is made from an aluminium alloy with conductivity
Al  0.35∙Cu, where the copper conductivity Cu is 5.8 MS/m. The thickness of the
sheet is t 1.5875 mm. The incident loop is located at distance r1 5 cm from the
shield, and r2 r1. The radius of each loop is  3.5 cm.

In order to solve the shielding problem of Fig. 82. , three numerical techniques are
considered. In all of these simulations, the size of the shield is 1.22 m × 1.22 m, which
corresponds to the measurement setup described in [122]. This setup allows the
detection of data contamination due to edge effects. In the numerical simulations, the
plate is meshed with equilateral triangles of edge length 1.0 cm, chosen from the results
of convergence studies for each applied method. The first technique is the low-
frequency magnetic field (LFMF) approach, which uses the solution of (55). The
second technique is the LFMF null-field solution, described in the previous section. The
third method is the full-wave MoM solution [1], applied to the surface of an infinitely
thin perfect electric conductor (PEC), which is used as a reference at frequencies
where the skin depth is smaller than the thickness of the plate.
Fig. 83.  compares the results of simulations with Moser’s data from [122], showing
Moser’s analytical solution with a solid line and the measurements from [122] with
circles; the crosses show the results obtained by the LFMF approach, and the dotted

Fig. 82.  Coaxial loops separated by an infinite plane [122]
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line shows the LFMF null-field solution. Fig. 83.  also shows the full-wave MoM solution,
represented by the dashed line.
The LFMF null-field approach accurately reproduces Moser’s results (Fig. 83. ). The
LFMF approach matches the analytical solution at frequencies below 10 kHz; above
100 kHz this approach yields values of the same order of magnitude as those obtained
by the full-wave MoM solver for the PEC surface. At ~5 kHz the skin depth is equal to
the thickness of the aluminium sheet; at higher frequencies the currents on the lower
and upper sides of the surface are partially independent. Additional simulations
showed that increasing the size of the plate does not significantly influence the
computations of the shielding effectiveness. Calculating the shielding effectiveness
using the LFMF or full-wave MoM approach yields values that depend on the
discretisation of the plate, making the null-field LFMF solution preferable.

3.3.2 Vertical Loop Near a Finite Plate
Consider a vertical loop located near a finite PEC plate, fed by a 1V voltage source, as
shown in Fig. 84. The plate has dimensions 50 × 25 cm. The radius of the loop is 5 cm,
and the centre of the loop is located 10 cm above the plate. The edges of the plate
accumulate charges, necessitating the use of the two-step solution in order to find the
correct field values.

Fig. 83.   Shielding effectiveness vs. frequency for a plate made of an aluminium 
alloy. An infinite plane is used for the analytical solution. For measurement and 

numerical simulations, the plate has dimensions 1.22 m × 1.22 m and is 
comprised of a triangular mesh with edge lengths of 1 cm
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Fig. 85. shows the total electric field at various observation points (field probes) located
above the edge of the plate (see Fig. 84. ). In this case the field solution based only on
solenoidal currents is incomplete, especially when compared to the full-wave solution
produced by EMC Studio [1]. When irrotational currents are also taken into account, as
in the second step of the total solution, the electric fields agree with those produced by
the full-wave solution. In this case the plate was meshed with triangles with edge
lengths of 1.5 mm. This discretisation yielded sufficiently good results, even without
considering special basis functions for the edges [105].

Fig. 84.  A vertical loop above a finite plate

Fig. 85.  Total electric E-field at various observation points, located above the edge of 
a plate (frequency  10 kHz)

Loop sourceObservation
point

0.05 m
0.1 m

0.25 m

0.5 m

PEC plate

0.05 m

x
y

z



3.  SIMULATION OF LOW-FREQUENCY MAGNETIC FIELDS IN AUTOMOTIVE EMC PROBLEMS

103

3.3.3 Spherical Shield 
For the next example consider a spherical steel shell of radius 0.5 m, thickness 0.1
mm, al  0.35∙cu, and . The origin of the Cartesian coordinate system
is the centre of the sphere. The loop source, which produces a semi-homogeneous field
near the sphere, is centred on the z-axis, has radius 0.5 m, and is located 9 m away
from the surface of the shell on the XY plane. The observation point of the field is
located at the centre of the spherical shell. Fig. 86.  compares the shielding
effectiveness of the shell calculated using the LFML null-field approach with that
calculated by the analytical approach from [125]. Again, the results calculated by these
methods are in good agreement.

3.4 Magnetic Fields Radiated by an Automotive Power Cable
The magnetic field distribution from a power-supply cable in the presence of a car
body made of steel is considered in this section. It is assumed that the permeability for
steel depends on frequency according the relaxation model given in [126]:

, (58)

where μ'(0) and μ'(∞) are the low- and high-frequency real relative permeabilities for
the relaxation process, respectively, and ()represents a relaxation time that may be
complex, which can be obtained by the Cole–Cole representation:

. (59)

Fig. 86.  Shielding effectiveness vs. frequency for a spherical shell
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In (58)–(59) the following parameters were used: μ'(0)  279, μ'(∞)  78, 1/(2πt)  5
kHz, ν  0.4. The electrical conductivity of this steel alloy is σ  7.18 MS/m. 
In this model, the wire is routed along a typical path close to the driver-side sill board
(Fig. 87. ). The cable is fed by a 5 A current source. The frequency range is 10 Hz to
150 kHz. The distance from the cable to the car body is 2.5 cm. A field probe is located
9.3 cm away from the cable inside the vehicle cabin. The thickness of the car chassis is
1 mm.

Car bodies were simulated as being made from four materials: steel, aluminium,
carbon and a PEC. For aluminium and carbon, conductivity values σ  2.03 MS/m and
σ  1000 S/m were used, respectively. Fig. 88.  compares the simulated and measured
results.

Fig. 87.  A model of a car body with a power-supply cable

Fig. 88.  Comparison of measured and calculated B-field in a car
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For the steel body, the simulation data follow the measured data, converging to the PEC
results at high frequencies. The simulation of aluminium also begins to converge to the
PEC results at high frequencies, where the car body can be considered to be a perfect
conductor. The differences between the simulation and measured results of the steel
body are caused by two factors: (i) uncertainties in the position of the field probe in
the experiment (for a detailed description of the field probe and its modelling, see
[101]) and (ii) uncertainties in the thickness of the material.
In order to analyse how making the car body from carbon influences the magnetic
field, the near-field magnetic field distribution was calculated at 10 Hz; Fig. 89.  shows
the distribution of the B-field in the cross section of a car. At low frequencies, the
magnetic field penetrates the carbon surfaces. At frequencies higher than several
hundreds of kHz, the eddy currents can be significant. For these frequencies the field
distributions look similar to those generated for car bodies that are built from a PEC. 

Fig. 89.  Distribution of the B-field in the cross section of a carbon car body 
(frequency = 10 Hz)
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3.5 Magnetic Field of a Ferrite-Coil Antenna Near Metallic 
Structures

In this section the developed methodology is applied to analyse antennas used in an
automotive smart-entry system. Smart-entry systems allow the user to remotely open
doors, activate electronics and to start the vehicle engine from outside the vehicle
without using a mechanical key. A smart-entry system consists of several antennas
that transmit and receive information. Some on-board antennas radiate outward from
the vehicle, while others radiate toward the operator inside the vehicle. The smart-
entry key itself also contains receiving and transmitting antennas. Smart-entry systems
are usually operated at two frequencies: (i) low frequency (i.e., 20/125 kHz) for
communication from the car (transmitting) to the key (receiving) and (ii) radio
frequency (i.e., 315 MHz in USA and Japan; 433/868 MHz in Europe) for
communication from the key (transmitting) to the car (receiving). Original equipment
manufacturers (OEMs) of automotive vehicles are currently investigating using other
additional frequency bands. This section focusses on problems of operating low-
frequency on-board antennas located near metallic surfaces. 

3.5.1 Ferrite-Coil Antenna in Free Space
Fig. 90.  shows a typical low-frequency on-board transmitting coil antenna with a
ferrite core used in a smart-entry system. In order to tune the antenna to a resonance
frequency of 21.3 kHz, a  capacitor is connected in series to the coil.
This antenna was modelled by representing the ferrite as a material with relative
permeability  2400  j ∙ 45 at 21.3 kHz. The field strength inside this material is low
enough to neglect saturation effects. The model consists of a ferrite rod with
dimensions 7.5 × 10.0 × 88.75 mm and a wire coil with 0.2 mm radius. The distance
between the coil and the surface of the ferrite core is 2.5 mm.

In the test setup, the antenna is fed by a sinusoidal voltage source. The amplitude of
this source is regulated in order to obtain a nominal peak-to-peak magnitude (Ipp) of

Fig. 90.  Coil antenna of a smart-key system
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1.1 A for an antenna located in free space. The magnetic field components were
detected with a three-axis measuring probe. The diameter of each receiving coil was
10 cm. In order to measure each component of the field independently, the output of
each coil was connected to the oscilloscope input. Fig. 91.  and Fig. 92.  show the
measurement setup. Two field components (and ) were measured. Because the
measurement probe was large compared to the distance to the source (95 cm), and
because the measured fields were inhomogeneous, the fields were calculated from
many observation points inside the probe and integrated over an appropriate surface
[101]. The antenna model was constructed according to the sample shown in Fig.
90. In the simulation model, the plastic parts of the antenna and the environment of the
experimental setup are neglected.

Fig. 91.  Measurement setup with antenna in free space

Fig. 92.  Transmitting antenna in free space
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Fig. 93. and Fig. 94. compare the results of the simulation and measurement with the
field probe and antenna centre separated by 95 cm. The difference in the results
between the measurements and simulations is less than 3 dB.

Fig. 93.  H-field for antenna in free space, ρ-component

Fig. 94.  H-field for antenna in free space, φ-component
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3.5.2 Antenna with Aluminium Shield: Edge Effect
In the next setup, an aluminium shield (100 cm × 54 cm × 6 mm) was placed between
the transmitting antenna and the field probe. The distance between the antenna and
the shield was 5 cm. In this experiment, the antenna was placed near the edge of the
shield. The distance from the edge to the centre of the antenna was 5 cm, as shown in
Fig. 95. 

Fig. 96.  and Fig. 97.  compare the results of the measurement and simulation.

Fig. 95.  A transmitting antenna with aluminium shield. Position of the shield: 
L=5 cm from the antenna centre. Position of the field probe: d=95 cm from the 
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Fig. 96.  H-field for the antenna located near the edge of the aluminium shield, 
ρ-component

Fig. 97.  H-field for the antenna located near the edge of the aluminium shield, 
φ-component
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3.6 Analysis and Optimisation of Smart-Entry System 
Performance

The coverage area of smart-entry systems inside and outside a vehicle can be analysed
by using simulation of electromagnetic fields. A typical car has at least three antennas
for external coverage (e.g., in both front doors and in the boot) and at least one
additional antenna for internal coverage. In order to obtain the best coverage with the
smallest number of antennas, the structure and the position of the antennas should be
optimised. For external coverage, the objective is to determine the area around a car in
which the magnetic field level of each antenna corresponds to a key sensitivity. For
internal coverage, it is important to determine the field strength of each antenna inside
the car, where the magnetic field amplitude is equal to the key sensitivity. Ideally, a field
distribution should have no ‘holes’ within the cabin and the fields should decay rapidly
outside the cabin.

3.6.1 Operation of External Smart-Entry System 
For this simulation, several antennas are placed inside the car model, as shown in Fig.
98.  Antenna 1 is located in the left hand-side door of the car, Antenna 2 is located in the
right hand-side door, and Antenna 3 is located in the rear bumper.

The typical sensitivity of a receiving antenna is ~1 nT, which corresponds to a
magnetic field of H = 0.79 mA/m. In these simulations, the magnitude of the magnetic
field can be calculated in a pre-defined range around the car model, allowing estimation
of the area of signal coverage for different car/antenna configurations.

Fig. 98.  Positions of three ferrite-rod antennas inside a car model
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Fig. 99.  shows the isolines for the B-field of three antennas operating at a sensitivity of
1 nT. The blue lines show the maximum operating range for a smart-entry key, which,
for this model, is 1.5 – 2 m from the car. In these simulations, each antenna is fed
initially by a 1 V voltage source. In order to achieve the necessary field levels, the fields
generated by the source are processed; the current magnitude and phase in each of
the antennas are then varied. 
Next, internal coverage is assessed by calculating the area of effective coverage inside a
3D model of a car. Fig. 100.  shows the isosurface of a 1 nT B-field in the presence of a
car. This isosurface shows a boundary between the region in space where the field is <
1 nT (outside the surface) and the region where the field is > 1 nT. The isosurface is
coloured red from the inside and blue from the outside. 

Fig. 99.  Isoline representation of the B-field at 1 nT

Fig. 100.  Isosurface at a 1 nT B-field for an internal antenna
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The results of this analysis demonstrate that it is possible to optimise the antennas of a
smart-entry system by using simulations.

3.7 Investigation of Inductive Charging System
One technology that can address the issue of charging in electric vehicles (EV) and
hybrid vehicles (HV) is wireless power transmission, also known as inductive charging.
This system consists of an underground primary coil, which is connected to a
contactless charging station. The electric current passing through the primary coil
creates an EM field, which generates a current in the secondary coil (typically 8 – 15
cm from the primary coil) to charge the battery of the EV or HV. The EM fields
generated by this system must meet certain international standards. This section
investigates the magnetic fields radiated by an inductive charging system in the
presence of a car. The radiating coil can consist of many loops and a ferrite structure in
order to concentrate the fields. For this analysis, the configuration shown in Fig.
101. was used, which consists of a ten-loop coil inside a ferrite structure. Using a
frequency sweep around the operating frequency of 150 kHz, a capacitance was found
that produced resonance at the operating frequency. The input power of the
transmitting antenna was 3 kW. Fig. 102.  shows the distribution of the magnetic near-
field generated by the transmitting coil under the centre of a car. 
In this setup, the stray field outside the car body was higher than that inside the car
body. A more precise representation of the field distribution can be obtained by
considering more details of the car body and accounting for the properties of the
surrounding space (i.e., possible metallic structures on the ground). Note how these
fields interact with the electronic systems in the car, especially if they are located under
the car body (e.g., sensors of the power train).

Fig. 101.  Model details of the transmitting coil of an inductive charging system
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3.8 Conclusions
MoM was used to numerically solve problems with low-frequency magnetic fields
interacting with 3D voluminous objects and/or objects made of thin sheets with
combined magnetic and resistive properties. The presence of wires and their
connection to conducting surfaces was considered in the analysis. Different
approximate BCs were also considered along with a quasi-static field approximation.
The low-frequency behaviour of the equivalent surface currents was accounted for by
decomposing the currents into solenoidal and non-solenoidal parts, which allowed
more rapid calculation of the magnetic fields than by using a full-wave method. The
numerical simulations agreed with semi-analytical approaches for a thin plate and a
spherical shell, as well as with experimental measurements.

Fig. 102.  Near-field distribution of the B-field (frequency = 150 kHz, power = 3 kW)
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CHAPTER 4

FULL-WAVE MOM SIMULATIONS OF EM 
INTERACTIONS IN EMC FILTERS FOR POWER 
APPLICATION

4.1 Introduction 
This chapter introduces a simulation methodology for accurate prediction of the
coupling between components of electromagnetic interference (EMI) filters for power
electronics applications [127]. Full-wave MoM is applied. The developed models take
into account the parasitic elements of the components as well as 3D EM coupling
between them. This procedure is advantageous compared to FEM since only surface
discretisation is needed. Modelling of wires is also better suited in MoM than in FEM.
Compared to a partial element equivalent circuit (PEEC) solution [128]-[130], MoM
gives more accurate results for high frequencies.
The first part of this chapter will describe a procedure to model voluminous
components, such as common-mode (CM) chokes, differential-mode (DM) inductances
and film capacitors. The accuracy of the models is verified by comparison with
measurements. The second part of the chapter focuses on modelling an EMI filter
taking into account interactions between voluminous components. First, the CM and
DM transfer functions of the filter are considered. Near-field magnetic emissions are
then considered. Simulation results are in good agreement with measurements in the
frequency range 10 kHz to 50 MHz. Once power electronics engineers have designed a
filter, the present work will help to optimise the layout of the components in order to
improve the high-frequency behaviour of the filter (typically above 1 MHz) and to
pass the RF emission tests on the first try, especially when space availability is very
limited.
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4.2 Validation of 3D MoM Models for Filter Components
Three important passive components of EMC filters must be considered in 3D
modelling: voluminous film capacitors, CM chokes and DM inductors.  In order to
predict the RF behaviour of EMI capacitors, it is necessary to construct a 3D model
based on the dimensions of the metalised film roll and its connectors [131]. The
measurement setup with two 2.2 μF capacitors and their 3D models is shown in Fig.
103. 

The geometry of the metalised film rolls of EMC capacitors can be obtained by visual
examination of split samples. A metalised film roll can be described by its width, length
and height; the dimensions of the model elements are listed in Table 7. 

Table 7.  Model element dimensions 

Fig. 103.  Modelling of film capacitor

Parameter Value

Metalised film roll: x-width 12.0 mm

Metalised film roll: y-length 25.5 mm

Metalised film roll: z-height 20.0 mm

Gap size: 6.5 mm

Distance between centres of film rolls: 40.0 mm

Port 1

Port 2
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Positioning on the printed circuit board (PCB) is defined by the distance between the
centres of the rolls. 
Film rolls are modelled by the outer surface and a 2.2 μF nominal capacitance in series
with a 17 mΩ resistance inserted as lumped elements. The computational MoM model
contains 4,276 triangular and 76 wire elements.
Fig. 104.  represents the frequency dependence of the transmission coefficient
between the ports. For frequencies below 10 kHz, the standard MoM formulation might
exhibit instabilities; these instabilities are caused by well-known low-frequency break-
downs [132]. In the frequency range from several tens of kHz up to 1 GHz, simulation
and measurement data coincide with an accuracy of approximately 2 dB.

In order to design models of inductive elements, such as CM or DM chokes, it is
necessary to define the core geometry and coil winding. Moreover, the complex and
frequency-dependent permeability and permittivity of the ferrite material are critical
input parameters for the construction of the core models. This information can be
obtained either from manufacturers for specific cores or by applying special methods
for retrieving dimension-independent material parameters [132].
The input impedance of the inductor, shown in Fig. 105. , was simulated and measured
in the frequency range 100 Hz to 100 MHz using a Wayne Kerr 65120B impedance
analyser in order to validate the inductive element model. The winding is constructed
from fifteen turns of copper wire coiled around a toroidal core made of N30 material
(EPCOS AG, Part No. B64290L0082X830). The dimensions of the toroidal core are
given in Table 8. 

Fig. 104.  Transmission coefficient
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Table 8.  Toroidal core dimensions

The toroidal core is modelled by MoM using a surface-integral approach [1] and it is
represented by a bulk dielectric object that is described by its outer surface (the
discretised mesh contains approximately 1,600 triangular elements). The winding is
represented by 623 wire segments. This approach makes it possible to consider
directly the influence of the frequency-dependent complex material parameters of the
ferrite material on the inductance of the coil, as well as the influence of the capacitance
between the windings and the capacitance of the windings to the core.

The frequency dependence of the electrical and magnetic properties of EPCOS N30
MnZn-based ferrite material are shown in Fig. 106. 

Outer diameter Inner diameter Height

50 mm 30 mm 20 mm

Fig. 105.  Measured sample and model of coil
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The simulated real and imaginary parts of the coil impedance are compared with the
measured values in Fig. 107. , where it can be seen that they are in good agreement.
This demonstrates the accurate determination of the inductance and winding
capacitance of the coil element in the frequency range 10 kHz to 100 MHz.

(b)
Fig. 106.  Frequency dependence of the complex permeability and permittivity of 

EPCOS N30 ferrite material

Fig. 107.  Coil impedance
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4.3 Modelling of the 3D Layout Influence on Filter 
Performance

For the investigation of the RF behaviour of the voluminous components and the
influence of their layout on filter performance, a typical filtering circuit for a single-
phase application is considered (Fig. 108. ). 

Two variants of the filter with different component placements are shown in Fig.
109. (a) and (b), and their 3D models are shown in Fig. 110. (c) and (d).
The following voluminous components were used in filter construction and were
represented by 3D models: (i) four 2.2 μF film X-capacitors (discussed in Section 4.2;
(ii) two CM chokes, realised as two coils (each has 2.3 mH inductance with a tolerance
of 0.1 mH) on an EPCOS toroid core (modelled in Section 4.2) and (iii) one 13 μH DM
inductor coiled on a bobbin-type core having 19 mm length and made of an MnZn-
based ferrite material (Fair-Rite Products Corp., Part No. 9677001015). 
Other elements of the filter structure, such as 2.2 nF Y-capacitors and resistors, were
relatively small surface-mount technology (SMD) components and they were modelled
as lumped elements applied to wire segments.
All elements were arranged on a 13 cm x 7 cm PCB, which was as compact as possible
while still providing sufficient space to change the position and orientation of the
voluminous components without needing to increase the dimensions of the PCB.

Fig. 108.  Schematic of the filter under study
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It should be noted that the filters were tested under low-current conditions, so that the
temperature dependence and saturation effects of the ferrite materials did not affect
their performance and did not need to be taken into account in the simulation models.

The transfer function between the load and mains connectors was measured for both
filter samples using a Hewlett-Packard HP8546A EMI test receiver in the frequency
range 10 kHz to 50 MHz, in both CM and DM. In order to measure the CM transfer
functions, both lines were connected in parallel with respect to the ground. For
measurements of the DM transfer function, active balun circuits were designed and
used at the input and output connectors of the filters (Fig. 110. ).

(a) Filter Model 1 (b) Filter Model 2

(c) Simulation of Model 1 (d) Simulation of Model 2
Fig. 109.  Filter layouts and corresponding 3D models
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The balun circuits provide an accurate symmetrical split of the signal from the
generator and a symmetrical addition of the signals at the output lines of the filter. The
corresponding simulation model is shown in Fig. 111. 

Baluns were incorporated into the MoM model as 3-port network elements described
by the measured S-parameter matrices [33]. Coaxial lines were modelled in the MoM
model as non-radiating transmission-line elements.

Fig. 110.  Measurement of the DM transfer function

Fig. 111.  Simulation model with baluns and coaxial lines

Input Output

Coaxial lines

balun balun
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Fig. 112.  compares the CM transfer functions for the two filter models described
above. For frequencies below 400 kHz, the performance of the filter is not affected by
3D coupling effects and it is independent of component placement. Coupling effects
play an important role above 400 kHz, where there is an approximate 10 dB difference
in filter attenuation.
Discrepancies between the simulated and measured CM performance of the filter, such
as displacement and difference in depth of resonances around 10 MHz, are caused by
uncertainties in the dimensions and placement of the 3D components.

Measured and simulated DM transfer functions are compared for both filter models. It
can be seen that the RF coupling between components affects the filter characteristics
at frequencies greater than 100 kHz; this is especially important at frequencies
greater than 3 MHz, and it changes DM filter performance by 20 dB.

Fig. 112.  Simulated and measured CM transfer functions

Fig. 113.  Simulated and measured DM transfer functions
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The simulations demonstrate the accurate prediction of the measured performance of
the filters. The displacement between the measured and simulated resonances around
1.5 MHz for DM is due to tolerances of ferrite core materials and uncertainties in wire
coil construction. Parasitic capacitance is very sensitive to distance between wire
turns, especially for tight windings. Furthermore, uncertainties in the determination of
the distance to core and total wire length both affect the accuracy of the simulated
results.

4.4 Modelling of Radiated EM Fields
Observation of the radiated EM field distribution around the filter components can
provide important information about the coupling between the components as well as
help in the optimisation of the filter layout or of its placement relative to nearby
electronic devices. This section will describe the measurement and simulation of the B-
field distribution in the horizontal observation plane, located above the filter
components (50 mm from the ground level), for both filter models (Fig. 114. ).
The B-field distribution was measured with a 5 mm spatial resolution using a small
loop probe. CM connection of the filter was considered.

The measured and simulated distribution of the normalised vertical component of the
B-field at 1 MHz for a filter model with horizontal positioning of CM chokes (filter
model 2) is shown in Fig. 115.  Fig. 116.  shows the simulated vertical component of
the B-field corresponding to a 1 V feeding source. 
The qualitative analysis of these results shows that the simulated field structure
describes the measured field distribution accurately.

Fig. 114.  Observation of B-field distribution (example of filter Model 2)
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Fig. 117.  shows the distribution of the vertical component of the B-field simulated at 1
MHz for filter Model 1 with a vertical CM choke in the output cascade, and assuming a
1 V feeding source.

Fig. 115.  Measured vertical component of the B-field at 1 MHz for filter Model 2

Fig. 116.  Simulated vertical component of the B-field at 1 MHz for filter Model 2
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Comparing the component layouts for both filter models, it can be seen that the wire
winding of the vertical CM choke of Model 1 is located closer to the considered
observation plane than the horizontally placed coil of Model 2. This results in a larger
observed B-field magnitude compared to the output cascade of filter Model 2.
The presented results show that it is possible to predict the near-field magnetic
radiation of a complex EMI filter layout. These 3D full-wave simulations may also
present a useful and flexible method for further visual analysis of the volume
distribution of EM fields and coupling paths that can be used to develop easy-to-use
design rules for the optimisation of filter structure and layout of components.

4.5 Conclusions
In this chapter, MoM was applied for the prediction of 3D EM interactions that affect
the performance of EMC filters for power applications. Simulations were performed
for EMC power filters in the frequency range 10 kHz to 50 MHz; the simulations were
in good agreement with the measurements regarding CM and DM transfer functions.
Near-field magnetic radiation was also studied and simulations showed good
qualitative agreement with measurements.
This work should help to optimise EMI filter layout and placement in order to improve
high-frequency EMC behaviour once power electronics engineers have designed the
circuit from its low-frequency functional specifications.

Fig. 117.  Simulated vertical component of the B-field at 1 MHz for filter Model 1
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Conclusions

This thesis presented the development of efficient techniques for simulation of EMC
problems in automotive vehicles, specifically:

• A novel hybrid MoM scheme for modelling automotive glass antennas was
developed. This scheme was validated by comparison of the measured and
simulated EMC characteristics of a full vehicle model with rear-window glass
antenna. Multiport networks were also considered; this allowed modelling of
complex linear electronic systems (such as linear amplifiers) together with
antennas [36] - [37].

• A novel methodology for the design and optimisation of automotive glass
antennas was developed. This methodology was applied successfully in a
selection of automotive OEMs [36] - [37].

• A new hybrid MTL/MoM technique was developed for the simulation of
crosstalk, signal integrity, radiation and susceptibility problems in complex
cable-harness systems, embedded into a 3D environment [74].

• A simulation approach and new model-generation technique were developed
for HV cables used in power electronics and in electrical vehicles [84].

• A computationally efficient method was developed for solving low-frequency
EMC problems by using integral equations. The proposed numerical solution
is unique in its representation of equivalent currents as the sum of solenoidal
and non-solenoidal components, found using MoM in two steps: first, the
solenoidal currents are determined using loop basis functions, and then the
non-solenoidal currents are found. The method was applied to industrial
problems [90].

• A comprehensive simulation methodology for accurate prediction of the
coupling between components of EMI filters for power electronics
applications was developed. The developed models take into account the
parasitic elements of the components as well as the 3D EM coupling between
them. Simulations are performed for EMC power filters in the frequency
range 10 kHz to 50 MHz and the results are in a good agreement with
measurements. The developed methodology accelerates significantly the
design of EMC filters used in power applications [127].

Results of investigations have been published in eighteen papers and most of the
methods have been implemented in commercial software packages.
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